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ABSTRACT
We consider the well-studied problem of predicting the time-
varying covariance matrix of a vector of financial returns.
Popular methods range from simple predictors like rolling
window or exponentially weighted moving average (EWMA)
to more sophisticated predictors such as generalized autore-
gressive conditional heteroscedastic (GARCH) type methods.
Building on a specific covariance estimator suggested by En-
gle in 2002, we propose a relatively simple extension that
requires little or no tuning or fitting, is interpretable, and
produces results at least as good as MGARCH, a popular
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2

extension of GARCH that handles multiple assets. To eval-
uate predictors we introduce a novel approach, evaluating
the regret of the log-likelihood over a time period such as
a quarter. This metric allows us to see not only how well
a covariance predictor does overall, but also how quickly it
reacts to changes in market conditions. Our simple predic-
tor outperforms MGARCH in terms of regret. We also test
covariance predictors on downstream applications such as
portfolio optimization methods that depend on the covari-
ance matrix. For these applications our simple covariance
predictor and MGARCH perform similarly.
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1
Introduction

1.1 Covariance Prediction

We consider cross-sections, e.g., a vector time series of n financial returns,
denoted rt ∈ Rn, t = 1, 2, . . ., where (rt)i is the return of asset i from
t − 1 to t. We focus on the case where the mean E rt is small enough
that the second moment E rtr

T
t ∈ Rn×n is a good approximation of the

covariance matrix cov(rt) = E rtr
T
t − (E rt)(E rt)T , where E denotes

expectation. This is the case for most daily, weekly, or monthly stock,
bond, and futures returns, factor returns, and index returns. We start
by focussing on the case where the number of assets n is modest, say,
on the order 10–100 or so; in Section 8 we explain how to extend the
method to much larger universes using ideas such as factor models.

We model the returns rt as independent random variables with zero
mean and covariance Σt ∈ Sn

++ (the set of symmetric positive definite
matrices). We focus on the problem of predicting or estimating Σt, based
on knowledge of r1, . . . , rt−1. The prediction is denoted as Σ̂t ∈ Sn

++.
The predicted volatilities of assets are given by

σ̂t = diag(Σ̂t)1/2 ∈ Rn,

3
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4 Introduction

where diag with a matrix argument is the vector of diagonal entries of
the matrix, and the squareroot of a vector above is elementwise. We
denote the predicted correlations as

R̂t = diag(σ̂t)−1Σ̂t diag(σ̂t)−1,

where diag with a vector argument is the diagonal matrix with entries
from the vector argument.

Covariance estimation comes up in several areas of finance, including
Markowitz portfolio construction (Markowitz, 1952; Grinold and Kahn,
2000), risk management (McNeil et al., 2015), and asset pricing (Sharpe,
1964). Much attention has been devoted to this problem, and a Nobel
Memorial Prize in Economic Sciences was awarded for work directly
related to volatility estimation (Engle, 1982).

While it is well known that the tails of financial returns are poorly
modeled by a Gaussian distribution, our focus here is on the bulk of the
distribution, where the Gaussian assumption is reasonable. For future
use, we note that the log-likelihood of an observed return rt, under the
Gaussian distribution rt ∼ N (0, Σ̂t), is

lt(Σ̂t) = 1
2
(
−n log(2π) − log det Σ̂t − rT

t Σ̂−1
t rt

)
. (1.1)

The Gaussian log-likelihood is closely related to a popular metric for
evaluating covariance predictors in econometrics, called the (Gaussian)
quasi-likelihood (QLIKE) (Patton, 2011; Patton and Sheppard, 2009;
Laurent et al., 2013). QLIKE is the negative log-likelihood, under the
Gaussian assumption, up to an additive constant and a positive scale
factor. Roughly speaking, we seek covariance predictors that achieve
large values of log-likelihood, or small values of QLIKE, on realized
returns. We will describe the evaluation of covariance predictors in
detail in Section 4.

1.2 Contributions

This monograph makes three contributions. First, we propose a new
method for predicting the time-varying covariance matrix of a vector of
financial returns, building on a specific covariance estimator suggested by

Full text available at: http://dx.doi.org/10.1561/0800000047



1.3. Outline 5

Engle in 2002. Our method is a relatively simple extension that requires
very little tuning and is readily interpretable. It relies on solving a small
convex optimization problem, which can be carried out very quickly
and reliably (Boyd and Vandenberghe, 2004). Our method performs as
well as much more complex methods, as measured by several metrics.

Our second contribution is to propose a new method for evaluating
a covariance predictor, by considering the regret of the log-likelihood
over some time period such as a quarter. This approach allows us to
evaluate how quickly a covariance estimator reacts to changes in market
conditions.

Our third contribution is an extensive empirical study of covari-
ance predictors. We compare our new method to other popular predic-
tors, including rolling window, exponentially weighted moving average
(EWMA), and generalized autoregressive conditional heteroscedastic
(GARCH) type methods. We find that our method performs slightly
better than other predictors. However, even the simplest predictors
perform well for practical problems like portfolio optimization.

Everything needed to reproduce our results, together with an open
source implementation of our proposed covariance predictor, is available
online at:

https://github.com/cvxgrp/cov_pred_finance.

1.3 Outline

In Section 2 we describe some common predictors, including the one that
our method builds on. We introduce our proposed covariance predictor
in Section 3. In Section 4 we discuss methods for validating covariance
predictors that measure both overall performance and reactivity to
market changes. We describe the data we use in our first empirical
studies in Section 5, and give the results in Section 6.

In the next sections we discuss some extensions of and variations
on our method, including realized covariance prediction (Section 7),
handling large universes via factor models (Section 8), obtaining smooth
covariance estimates (Section 9), and using our covariance model to
generate simulated returns (Section 10).
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