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Abstract

E-discovery refers generally to the process by which one party (for

example, the plaintiff) is entitled to “discover” evidence in the form

of “electronically stored information” that is held by another party

(for example, the defendant), and that is relevant to some matter that

is the subject of civil litigation (that is, what is commonly called a

“lawsuit”). This survey describes the emergence of the field, identifies

the information retrieval issues that arise, reviews the work to date on

this topic, and summarizes major open issues.
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1

Introduction

Regular viewers of the mid-twentieth century courtroom drama Perry

Mason might be surprised to learn that the Fifth Amendment right

against self-incrimination enshrined in the U.S. Constitution applies

only to criminal law. In civil law, it is the obligation of parties to a

lawsuit to provide documents to the other side that are responsive

to proper requests and that are not subject to a claim of privilege

(e.g., attorney-client privilege) [121]. In the law, this process is called

“civil discovery,” and the resulting transfer of documents is called

“production.” Amendments to the Federal Rules of Civil Procedure

in 2006 made it clear that the scope of civil discovery encompasses

all “Electronically Stored Information” (ESI), and thus was born the

rapidly growing field that has come to be called “e-discovery” (the

discovery of ESI, or Electronic Discovery) [24].

A confluence of interest between those working on e-discovery and

those working on information retrieval was evident from the outset,

although it has taken some time for the key issues to come into sharp

focus. E-discovery applications of information retrieval technology are

marked by five key challenges. First, e-discovery emphasizes fixed result

sets rather than ranked retrieval. Second, e-discovery focuses on high

1
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2 Introduction

recall, even in large collections, in contrast to the high-precision focus

of many end-user applications, such as Web search. Third, e-discovery

evaluation must measure not just relative, but also absolute effec-

tiveness. Fourth, e-discovery connects information retrieval with tech-

niques and concerns from other fields (for instance, computer forensics

and document management). And fifth, the adversarial nature of civil

litigation, and the information asymmetry between requesting party

(who makes the request) and responding party (who has the docu-

ments), makes e-discovery a substantially arms-length transaction.

While these challenges are not unique to e-discovery, the demands

of the e-discovery marketplace has focused research upon them. The

market for vendors of e-discovery systems has been estimated at

$US 1 billion in 2010 [87]; several times that figure are spent on the

staffing and processing costs to use those systems effectively [108]. In

view of these large costs, information retrieval research can help to

achieve two important societal goals: (1) improving the return on this

investment by enhancing the effectiveness of the process for some given

level of human effort (which has important implications for the fairness

of the legal system), and (2) reducing future costs (which has important

implications for broad access to the legal system by potential litigants).

Furthermore, fundamental technologies developed for e-discovery may

have applications in other fields as well. For example, the preparation

of systematic reviews of recent research on specific topics in medicine

might benefit from advances in high-recall search [67], and personal

information management might benefit from advances in search tech-

nology that focus specifically on e-mail (which at present is of particular

interest in operational e-discovery settings).

With that background in mind, the remainder of this survey is orga-

nized as follows. Section 2 on The E-Discovery Process begins with an

introduction to the structure of the process of e-discovery, focusing prin-

cipally on U.S. federal law, but with a brief survey of discovery practice

in other jurisdictions. The part of the e-discovery process known as

“document review” has been the focus of the greatest investment [108]

and is therefore our central focus in this review. The section also intro-

duces the three canonical information seeking processes (linear review,

keyword search, and technology-assisted review) that shape current

Full text available at: http://dx.doi.org/10.1561/1500000025



3

practice in document review. Section 3 on Information Retrieval for

E-Discovery examines specific techniques that have been (or could be)

applied in e-discovery settings. Section 4 on Evaluating E-Discovery

discusses evaluation issues that arise in e-discovery, focusing in detail

on set-based evaluation, estimation of effectiveness metrics, computa-

tion of confidence intervals, and challenges associated with developing

absolute as well as relative measures. Section 5 on Experimental Eval-

uation reviews the principal venues in which e-discovery technology

has been examined, both those well known in academic research (such

as the Legal Track of the Text Retrieval Conference (TREC)), and

those more familiar to industry (e.g., the Data Set project of the Elec-

tronic Discovery Reference Model (EDRM) organization). Section 6 on

Looking to the Future draws on our description of the present state of

the art to identify important and as yet unresolved issues that could

benefit from future information retrieval research. Finally, Section 7,

the Conclusion, draws together some broader implications of work on

e-discovery.
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