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ABSTRACT

With the broad growth of video capturing devices and ap-
plications on the web, it is more demanding to provide
desired video content for users efficiently. Video summariza-
tion facilitates quickly grasping video content by creating a
compact summary of videos. Much effort has been devoted
to automatic video summarization, and various problem
settings and approaches have been proposed. Our goal is to
provide an overview of this field. This survey covers early
studies as well as recent approaches which take advantage of
deep learning techniques. We describe video summarization
approaches and their underlying concepts. We also discuss
benchmarks and evaluations. We overview how prior work
addressed evaluation and detail the pros and cons of the
evaluation protocols. Last but not least, we discuss open
challenges in this field.
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1
Introduction

The wide spread use of internet and affordable video capturing devices
have dramatically changed the landscape of video creation and con-
sumption. In particular, user-created videos are more prevalent than
ever with the evolution of video streaming services and social networks.
The rapid growth of video creation necessitates advanced technologies
that enable efficient consumption of desired video content. The scenar-
ios include enhancing user experience for viewers on video streaming
services, enabling quick video browsing for video creators who need to
go through a massive amount of video rushes, and for security teams
who need to monitor surveillance videos.

Video summarization facilitates quickly grasping video content by
creating a compact summary of videos. One naive way to achieve video
summarization would be to increase the playback speed or to sample
short segments with uniform intervals. However, the former degrades the
audio quality and distorts the motion (Benaim et al., 2020), while the
latter might miss important content due to the random sampling nature
of the method. Rather than these naive solutions, video summarization
aims to extract the information desired by viewers for more effective
video browsing.

2
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3

The purpose of video summaries varies considerably depending on
application scenarios. For sports, viewers want to see moments that
are critical to the outcome of a game, whereas for surveillance, video
summaries need to contain scenes that are unusual and noteworthy.
The application scenarios grow as more videos are created, e.g. we
are beginning to see new types of videos such as video game live
streaming and video blogs (vlogs). This has led to a new problem of video
summarization as different types of videos have different characteristics
and viewers have particular demands for summaries. Such a variety of
applications has stimulated heterogeneous research in this field.

Video summarization addresses two principal problems: “what is
the nature of a desirable video summary” and “how can we model video
content.” The answers depend on application scenarios. While these
are still open problems for most application scenarios, many promising
ideas have been proposed in the literature. Early work made various
assumptions about requirements for video summaries, e.g. uniqueness
(less-redundancy), diversity, and interestingness. Some works focused
on creating video summaries that are relevant to user’s intention and
involve user interactions. Recent research focuses more on data-driven
approaches from annotated datasets to learn desired video summaries.

Computational modeling of desirable video content is also an impor-
tant challenge in video summarization. Starting with low-level features,
various feature representations have been applied, such as face recogni-
tion and visual saliency. Recently, feature extraction using deep neural
networks has been mainly adopted. Some applications further utilize
auxiliary information such as subtitles for documentary videos, game
logs for sports videos, and brain waves for egocentric videos captured
with wearable cameras.

The goal of this survey is to provide a comprehensive overview of the
video summarization literature. We review various video summarization
approaches and compare their underlying concepts and assumptions.
We start with early works that proposed seminal concepts for video
summarization, and also cover recent data-driven approaches that take
advantage of end-to-end deep learning. By categorizing the diverse
research in terms of application scenarios and techniques employed, we
aim to help researchers and practitioners to build video summarization
systems for different purposes and application scenarios.

Full text available at: http://dx.doi.org/10.1561/0600000099



4 Introduction

We also review existing benchmarks and evaluation protocols and
discuss the key challenges in evaluating video summarization, which is
not straightforward due to the difficulty of obtaining ground truth sum-
maries. We provide an overview of how previous works have addressed
challenges around evaluation and discuss strengths and weaknesses of
existing evaluation protocols. Finally, we discuss open challenges in this
area.
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