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ABSTRACT

The field of computer vision is now a multi-billion dollar
enterprise, with its use in surveillance applications driving
this large market share. In the last six years, computer vision
researchers have started to discuss the risks and harms of
some of these systems, mostly using the lens of fairness
introduced in the machine learning literature to perform
this analysis. While this lens is useful to uncover and mitigate
a narrow segment of the harms that can be enacted through
computer vision systems, it is only one of the toolkits that
researchers have available to uncover and mitigate the harms
of the systems they build.

In this monograph, we discuss a wide range of risks and
harms that can be enacted through the development and de-
ployment of computer vision systems. We also discuss some
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existing technical approaches to mitigating these harms,
as well as the shortcomings of these mitigation strategies.
Then, we introduce computer vision researchers to harm
mitigation strategies proposed by journalists, human rights
activists, individuals harmed by computer vision systems,
and researchers in disciplines ranging from sociology to
physics. We conclude the monograph by listing principles
that researchers can follow to build what we call community-
rooted computer vision tools in the public interest, and
give examples of such research directions. We hope that
this monograph can serve as a starting point for researchers
exploring the harms of current computer vision systems and
attempting to steer the field into community-rooted work.
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1
Introduction

Computer vision is no longer a purely academic endeavor, instead it
is a field with significant industry market share. According to Fortune
Business Insights, the global image recognition market size is projected
to reach USD $178.13 billion by 2032,1 with the “active adoption of
facial recognition technologies to screen people amid the current COVID-
19 pandemic ensuring “stable growth” of the market.”2 This market
share estimate does not include the data annotation industry which
is projected to reach $13.2 billion in market value by 2030.3 Beyond
industry applications, a number of computer vision researchers have
also created tools in the public interest. For example, Sefala et al.
(2021) analyzed satellite imagery to study the impacts of discriminatory

1https://www.fortunebusinessinsights.com/industry-reports/image-recognition-
market-101855.

2https://www.globenewswire.com/news-release/2021/12/21/2355754/0/en/
Image-Recognition-Market-to-Hit-86-32-Billion-by-2027-Rapid-Advancements-in-
Face-Detection-Technologies-to-Drive-Market-Growth-Fortune-Business-Insights
.html.

3https://www.businesswire.com/news/home/20220824005423/en/The-World
wide-Data-Annotation-Tools-Industry-is-Expected-to-Reach-13.2-Billion-by-2030
—ResearchAndMarkets.com.

3
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4 Introduction

policies, and Mutembesa et al. (2019) created a mobile app to help
farmers monitor plant health on their farms.

In spite of some efforts to create computer vision tools in the public
interest, the field’s popularity and increase in industry and government
use has led to negative consequences to marginalized groups, some
of which have been discussed within the computer vision community,
but many of which have not. This monograph gives an overview of
the reported harms of computer vision systems and works that resist,
refuse, mitigate or slow down these harms and provide an alternate
path. We take a broad approach to surveying works, covering not
only scholarship within computer vision and adjacent fields, but the
important works of scholars in fields such as sociology, science and
technology studies, communications, history, and surveillance studies
who have done foundational work to contextualize the societal impacts
of computer vision systems. Journalists, civil rights organizations and
individuals who have been negatively impacted by computer vision
systems have also played a major role in uncovering some of its harms,
and workers have organized to curb a number of harmful use cases.

The rest of the monograph is structured as follows. Section 2 is a
short positionality statement, following one of our recommendations to
computer vision researchers (see Section 4.3). Section 3 gives an overview
of the negative impacts that computer vision technologies can have on
individuals, communities, and society. Our overview draws terminology
and typologies from recent scholarship that has offered taxonomies of
harm relating to machine learning technologies (e.g., Katzman et al.,
2023; Wang et al., 2022a; Shelby et al., 2023), but focuses specifically on
harms associated with computer vision. We specifically use the taxonomy
proposed by Shelby et al. (2023), which categorizes the harms posed by
automated systems into 5 categories: representational harms, allocative
harms, quality of service harms, interpersonal harms and social system
harms. These taxonomies are not mutually exclusive however, and many
examples can fall into multiple categories. Alongside our summary of
reported harms, we discuss efforts to uncover and mitigate these harms,
as well as the shortcomings of harm reduction strategies that solely
depend on technical interventions.

Full text available at: http://dx.doi.org/10.1561/0600000102
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We then offer forward-looking guidance and recommendations for
computer vision researchers and practitioners that we hope will guide
the field towards more equitable and just outcomes. Section 4 summa-
rizes actions individual computer vision researchers and practitioners
can take, such as following recommended responsible AI frameworks,
documentation standards, and other principles. Section 5 discusses the
properties of computer vision systems that result in tools that help
marginalized communities rather than surveil them, and research prac-
tices that enable the development of these types of tools. Section 6
takes a bigger-picture look at the institutions and power structures
that scaffold computer vision research and development practices, and
discusses avenues that researchers and practitioners can take to institute
systemic change to encourage what we call community-rooted computer
vision research.

This monograph is predominantly written for computer vision stu-
dents, researchers, and practitioners. Within the computer vision com-
munity, and the machine learning community more generally, harms
arising from computer vision and/or machine learning systems are often
discussed using the narrow lenses of model fairness and bias. While
this monograph does not specifically focus on these concepts, we give
some examples of interventions that rely on them, and also elaborate on
why these types of technical interventions can be limited. We encourage
our readers to familiarize themselves with techniques used by the ML
fairness community by reading the comprehensive book Fairness and
Machine Learning (Barocas et al., 2023), reviewing the many measures
of fairness that have been introduced over the years (Narayanan, 2018),
and reading surveys of debiasing methods used in neural-network based
vision and language research (e.g., Parraga et al., 2023).

In this monograph, we intentionally survey work that may be less
familiar to computing researchers, including scholarship from a broad
set of non-computing disciplines, and reports from journalists, human
rights experts, and individuals directly impacted by computer vision
systems. In doing so, we aim to introduce computer vision researchers
to the broader discourse on the ethical implications of computer vision
research, and deepen their awareness of the harms that can stem from
the research, development, and deployment of a number of computer

Full text available at: http://dx.doi.org/10.1561/0600000102



6 Introduction

vision technologies. We discuss interventions at the data and model level
that can mitigate some of these harms (e.g., removing hate speech from
an image captioning dataset to mitigate the risk of a model captioning an
image with hateful language). However, many of the harms we discuss
are ones that do not have purely “technical” interventions, because
we aim to equip computer vision researchers and practitioners with a
broader set of tools to understand and mitigate harms arising from the
systems they build–including having the option of not building certain
systems.

We recognize that our readers may feel that they have limited agency
to prevent the negative impacts detailed in this monograph, particularly
the societal-level harms discussed in Section 3.4 that may be understood
as being “further” from model development and deployment practices.
But we hope that the many examples of interventions provided in
this monograph from critical interdisciplinary perspectives can serve as
inspiration to students, researchers and practitioners in computer vision
to move the field away from the surveillance of marginalized communities,
and into serving their needs instead. We also recognize that due to
the interdisciplinary nature of this monograph, many readers may be
unfamiliar with some terminology and concepts that we introduce. As a
result, we have striven to define terms external to the field of computer
vision, and provide references that can be used as a foundation for our
readers’ future learning.

Full text available at: http://dx.doi.org/10.1561/0600000102
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Klumbytė, G., C. Draude, and A. S. Taylor (2022). “Critical tools for
machine learning: Working with intersectional critical concepts in
machine learning systems design”. In: Proceedings of the 2022 ACM
Conference on Fairness, Accountability, and Transparency (FAccT
’22). Association for Computing Machinery.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://www.wired.com/story/wrongful-arrests-ai-derailed-3-mens-lives/
https://www.wired.com/story/wrongful-arrests-ai-derailed-3-mens-lives/


94 References

Konecný, J., H. B. McMahan, D. Ramage, and P. Richtárik (2016).
“Federated optimization: Distributed machine learning for on-device
intelligence”. arXiv preprint arXiv:1610.02527.

Kovacs, A. (2020). “When our bodies become data, where does that leave
us?” Internet Democracy Project. url: https://internetdemocracy.
in/reports/when-our-bodies-become-data/.

Krishnakumar, A., V. Prabhu, S. Sudhakar, and J. Hoffman (2021).
“UDIS: Unsupervised discovery of bias in deep visual recognition
models”. In: BMVC. 143.

Latonero, M. (2019). “Stop surveillance humanitarianism”. The New
York Times. url: http://web.archive.org/web/20240404082332/
https://www.nytimes.com/2019/07/11/opinion/data-humanitaria
n-aid.html.

Latonero, M., K. Hiatt, A. Napolitano, G. Clericetti, and M. Penagos
(2019). “Digital identity in the migration and refugee context: Italy
case study”. Data and Society.

Lee, S., Z. J. Wang, J. Hoffman, and D. H. P. Chau (2022). “VisCUIT:
Visual auditor for bias in CNN image classifier”. In: Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition. 21475–21483.

Lin, H.-T., M.-F. Balcan, R. Hadsell, and M. A. Ranzato (2020). “Get-
ting started with NeurIPS 2020”. NeurIPS Blog. url: https ://
neuripsconf.medium.com/getting-started-with-neurips-2020-e350f
9b39c28.

Liu, L. T., M. Simchowitz, and M. Hardt (2019). “The implicit fairness
criterion of unconstrained learning”. In: Proceedings of the 36th
International Conference on Machine Learning.

Loewenstein, A. (2023). “The Palestine laboratory: How Israel exports
the technology of occupation around the world”. Verso.

Lottick, K., S. Susai, S. Friedler, and J. Wilson (2019). “Energy usage
reports: Environmental awareness as part of algorithmic account-
ability”. In: Workshop on Tackling Climate Change with Machine
Learning at the 33rd Conference on Neural Information Processing
Systems.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://internetdemocracy.in/reports/when-our-bodies-become-data/
https://internetdemocracy.in/reports/when-our-bodies-become-data/
http://web.archive.org/web/20240404082332/https://www.nytimes.com/2019/07/11/opinion/data-humanitarian-aid.html
http://web.archive.org/web/20240404082332/https://www.nytimes.com/2019/07/11/opinion/data-humanitarian-aid.html
http://web.archive.org/web/20240404082332/https://www.nytimes.com/2019/07/11/opinion/data-humanitarian-aid.html
https://neuripsconf.medium.com/getting-started-with-neurips-2020-e350f9b39c28
https://neuripsconf.medium.com/getting-started-with-neurips-2020-e350f9b39c28
https://neuripsconf.medium.com/getting-started-with-neurips-2020-e350f9b39c28


References 95

Loucaides, D. (2024). “The changing face of protest mass protests used
to offer a degree of safety in numbers. Facial recognition technology
changes the equation”. Rest of World. url: https://restofworld.org/
2024/facial-recognition-government-protest-surveillance/.

Luccioni, A. S., Y. Jernite, and E. Strubell (2024a). “Power hungry
processing: Watts driving the cost of AI deployment?” In: The 2024
ACM Conference on Fairness, Accountability, and Transparency.
85–99.

Luccioni, S., C. Akiki, M. Mitchell, and Y. Jernite (2024b). “Stable bias:
Evaluating societal representations in diffusion models”. Advances
in Neural Information Processing Systems. 36.

Mack, A., R. Qadri, R. Denton, S. Kane, and C. Bennett (2024). “‘They
only care to show us the wheelchair’: Disability representation in
text-to-image AI models”. In: CHI ’24: Proceedings of the CHI
Conference on Human Factors in Computing Systems.

Madaio, M. A., L. Stark, J. W. Vaughan, and H. Wallach (2020). “Co-
designing checklists to understand organizational challenges and
opportunities around fairness in AI”. In: Proceedings of the 2020
CHI Conference on Human Factors in Computing Systems (CHI
’20). New York, NY, USA: Association for Computing Machinery.
1–14. doi: 10.1145/3313831.3376445.

Madaio, M., L. Egede, H. Subramonyam, J. W. Vaughan, and H. Wal-
lach (2022). “Assessing the fairness of AI systems: AI practitioners’
processes, challenges, and needs for support”. Proceedings of the
ACM on Human-Computer Interaction. 6(CSCW1): 1–26.

McCanne, M. (2020). “When polaroid workers fought apartheid”. Dis-
sent.

McIntyre, D. et al. (1995). Health Expenditure and Finance in South
Africa. Published jointly by the Health Systems Trust and the World
Bank. 39.

McLaren, Z. M., C. Ardington, and M. Leibbrandt (2014). “Distance
decay and persistent health care disparities in South Africa”. BMC
Health Services Research. 14: 1–9.

Merler, M., N. Ratha, R. S. Feris, and J. R. Smith (2019). “Diversity
in faces”. arXiv preprint arXiv:1901.10436.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://restofworld.org/2024/facial-recognition-government-protest-surveillance/
https://restofworld.org/2024/facial-recognition-government-protest-surveillance/
https://doi.org/10.1145/3313831.3376445


96 References

Miceli, M. (2023). “Whose truth?: Power, labor, and the production of
ground-truth data”. Technische Universität Berlin. url: https://
books.google.com/books?id=734f0AEACAAJ.

Miceli, M. and J. Posada (2022). “The data-production dispositif”.
Proceedings of the ACM on Human-Computer Interaction 6, CSCW2,
Article 460 (November 2022): 37. doi: 10.1145/3555561.

Miceli, M., T. Yang, A. A. Garcia, J. Posada, S. M. Wang, M. Pohl,
and A. Hanna (2022). “Documenting data production processes: A
participatory approach for data work”. Proceedings of the ACM on
Human-Computer Interaction 6, CSCW2, Article 510 (November
2022): 34. doi: 10.1145/3555623.

Mijente Immigrant Defense Project, and The National Immigration
Project of the National Lawyers Guild (2018). “Who’s behind ICE?
The tech and data companies fueling deportations”. url: https://
mijente . net /wp-content /uploads / 2018 / 10 /WHO%E2%80%
99S-BEHIND-ICE_-The-Tech-and-Data-Companies-Fueling-Dep
ortations-_v1.pdf.

Mijente, Just Futures Law, and No Border Wall Coalition (2021). “The
deadly digital border wall”. url: https://notechforice.com/wp-cont
ent/uploads/2021/10/Deadly.Digital.Border.Wall_.pdf.

Mitchell, M., S. Wu, A. Zaldivar, P. Barnes, L. Vasserman, B. Hutchin-
son, E. Spitzer, I. D. Raji, and T. Gebru (2019). “Model cards
for model reporting”. In: Proceedings of the Conference on Fair-
ness, Accountability, and Transparency (FAT* ’19). New York, NY,
USA: Association for Computing Machinery. 220–229. doi: 10.1145/
3287560.3287596.

Molnar, P. (2020). Borders and Pandemics: Surveillance Won’t Stop the
Coronavirus (The Ethics of COVID). Centre for Ethics, University of
Toronto. url: https://www.youtube.com/watch?v=4sMAF4fnK3g.

Molnar, P. (2024). “The walls have eyes : Surviving migration in the
age of artificial intelligence”. New Press.

Mutembesa, D., E. Mwebaze, S. Nsumba, C. Omongo, and H. Mutaasa
(2019). “Mobile community sensing with smallholder farmers in a
developing nation; A scaled pilot for crop health monitoring”. arXiv
preprint arXiv:1908.07047.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://books.google.com/books?id=734f0AEACAAJ
https://books.google.com/books?id=734f0AEACAAJ
https://doi.org/10.1145/3555561
https://doi.org/10.1145/3555623
https://mijente.net/wp-content/uploads/2018/10/WHO%E2%80%99S-BEHIND-ICE_-The-Tech-and-Data-Companies-Fueling-Deportations-_v1.pdf
https://mijente.net/wp-content/uploads/2018/10/WHO%E2%80%99S-BEHIND-ICE_-The-Tech-and-Data-Companies-Fueling-Deportations-_v1.pdf
https://mijente.net/wp-content/uploads/2018/10/WHO%E2%80%99S-BEHIND-ICE_-The-Tech-and-Data-Companies-Fueling-Deportations-_v1.pdf
https://mijente.net/wp-content/uploads/2018/10/WHO%E2%80%99S-BEHIND-ICE_-The-Tech-and-Data-Companies-Fueling-Deportations-_v1.pdf
https://notechforice.com/wp-content/uploads/2021/10/Deadly.Digital.Border.Wall_.pdf
https://notechforice.com/wp-content/uploads/2021/10/Deadly.Digital.Border.Wall_.pdf
https://doi.org/10.1145/3287560.3287596
https://doi.org/10.1145/3287560.3287596
https://www.youtube.com/watch?v=4sMAF4fnK3g


References 97

Nakate, V. (2021). ““A Bigger Picture”: Ugandan Activist Vanessa
Nakate on Bringing New Voices to the Climate Fight”. Democracy
Now. url: https://www.democracynow.org/2021/12/13/a_bigger_
picture_by_vanessa_nakate.

Narayanan, A. (2018). “21 fairness definitions and their politics”. In:
ACM Conference on Fairness, Accountability, and Transparency.
Tutorials. url: https://www.youtube.com/watch?v=jIXIuYdnyyk.

NeurIPS (2022). “Paper checklist guidelines”. url: https://neurips.cc/
Conferences/2022/PaperInformation/PaperChecklist.

NeurIPS (2023). “Datasets and benchmarks track”. url: https://neurips.
cc/Conferences/2023/CallForDatasetsBenchmarks.

Nicoletti, L. and D. Bass (2023). “Humans are biased. Generative AI
is even worse”. Bloomberg. url: https ://www.bloomberg .com/
graphics/2023-generative-ai-bias/.

Nightingale, S. J. and H. Farid (2022). “AI-synthesized faces are indis-
tinguishable from real faces and more trustworthy”. Proceedings of
the National Academy of Sciences. 119(8): e2120481119.

Noble, S. U. (2018). “Algorithms of oppression: How search engines
reinforce racism”. In: Algorithms of Oppression. New York University
Press.

O’Neil, C. (2017). Weapons of Math Destruction: How Big Data In-
creases Inequality and Threatens Democracy. Crown.

Oreskes, N. (2022). Science on a Mission: How Military Funding Shaped
What We Do and Don’t Know About the Ocean. University of Chicago
Press.

Parraga, O., M. D. More, C. M. Oliveira, N. S. Gavenski, L. S. Kupssin-
skü, A. Medronha, L. V. Moura, G. S. Simões, and R. C. Barros
(2023). “Debiasing methods for fairer neural models in vision and
language research: A survey”. ACM Computing Surveys.

Partnership on AI (2021). “Managing the risks of AI research: Six
recommendations for responsible publication”. url: https://partner
shiponai.org/wp-content/uploads/2021/08/PAI-Managing-the-Ri
sks-of-AI-Resesarch-Responsible-Publication.pdf.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://www.democracynow.org/2021/12/13/a_bigger_picture_by_vanessa_nakate
https://www.democracynow.org/2021/12/13/a_bigger_picture_by_vanessa_nakate
https://www.youtube.com/watch?v=jIXIuYdnyyk
https://neurips.cc/Conferences/2022/PaperInformation/PaperChecklist
https://neurips.cc/Conferences/2022/PaperInformation/PaperChecklist
https://neurips.cc/Conferences/2023/CallForDatasetsBenchmarks
https://neurips.cc/Conferences/2023/CallForDatasetsBenchmarks
https://www.bloomberg.com/graphics/2023-generative-ai-bias/
https://www.bloomberg.com/graphics/2023-generative-ai-bias/
https://partnershiponai.org/wp-content/uploads/2021/08/PAI-Managing-the-Risks-of-AI-Resesarch-Responsible-Publication.pdf
https://partnershiponai.org/wp-content/uploads/2021/08/PAI-Managing-the-Risks-of-AI-Resesarch-Responsible-Publication.pdf
https://partnershiponai.org/wp-content/uploads/2021/08/PAI-Managing-the-Risks-of-AI-Resesarch-Responsible-Publication.pdf


98 References

Passi, S. and S. Barocas (2019). “Problem formulation and fairness”.
In: Proceedings of the Conference on Fairness, Accountability, and
Transparency (FAT* ’19). New York, NY, USA: Association for
Computing Machinery. 39–48. doi: 10.1145/3287560.3287567.

Paullada, A., I. D. Raji, E. M. Bender, E. Denton, and A. Hanna (2021).
“Data and its (dis) contents: A survey of dataset development and
use in machine learning research”. Patterns. 2(11).

Peng, K. L., A. Mathur, and A. Narayanan (2021). “Mitigating dataset
harms requires stewardship: Lessons from 1000 papers”. In: Thirty-
fifth Conference on Neural Information Processing Systems Datasets
and Benchmarks Track (Round 2).

Perrigo, B. (2022). “Inside facebook’s African sweatshop”. TIME Mag-
azine. url: https://time.com/6147458/facebook-africa-content-mo
deration-employee-treatment/.

Piergiovanni, A. J. and M. Ryoo (2020). “Avid dataset: Anonymized
videos from diverse countries”. Advances in Neural Information
Processing Systems. 33: 16711–16721.

Poulson, J. (2022). “Militaries, intelligence agencies, and law enforce-
ment dominate U.S. and U.K. government purchasing from U.S.
tech giants”. Tech Inquiry. url: https://techinquiry .org/docs/
InternationalCloud.pdf.

Prabhu, V., R. R. Selvaraju, J. Hoffman, and N. Naik (2022). “Can
domain adaptation make object recognition work for everyone?” In:
Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition. 3981–3988.

Prescod-Weinstein, C. (2021). The Disordered Cosmos: A Journey into
Dark Matter, Spacetime, and Dreams Deferred. Bold Type Books.

Prescod-Weinstein, C. (2022). “Even underwater, money talks”. Physics
Today. 75(7): 53–54.

Prunkl, C., C. Ashurst, M. Anderljung, H. Webb, J. Leike, and A.
Dafoe (2021). “Institutionalizing ethics in AI through broader impact
requirements”. Nature Machine Intelligence. 3: 104–110.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://doi.org/10.1145/3287560.3287567
https://time.com/6147458/facebook-africa-content-moderation-employee-treatment/
https://time.com/6147458/facebook-africa-content-moderation-employee-treatment/
https://techinquiry.org/docs/InternationalCloud.pdf
https://techinquiry.org/docs/InternationalCloud.pdf


References 99

Pushkarna, M., A. Zaldivar, and O. Kjartansson (2022). “Data cards:
Purposeful and transparent dataset documentation for responsible
AI”. In: Proceedings of the 2022 ACM Conference on Fairness,
Accountability, and Transparency (FAccT ’22). New York, NY, USA:
Association for Computing Machinery. 1776–1826. doi: 10.1145/
3531146.3533231.

Qadri, R., R. Shelby, C. L. Bennett, and R. Denton (2023). “Ai’s
regimes of representation: A community-centered study of text-to-
image models in south Asia”. In: Proceedings of the 2023 ACM
Conference on Fairness, Accountability, and Transparency. 506–517.

Raji, D., E. Denton, E. M. Bender, A. Hanna, and A. Paullada (2021).
“AI and the everything in the whole wide world benchmark”. In:
Proceedings of the Neural Information Processing Systems Track on
Datasets and Benchmarks.

Raji, I. D., T. Gebru, M. Mitchell, J. Buolamwini, J. Lee, and E.
Denton (2020). “Saving face: Investigating the ethical concerns of
facial recognition auditing”. In: Proceedings of the AAAI/ACM
Conference on AI, Ethics, and Society. 145–151.

Ramaswamy, V. V., S. Y. Lin, D. Zhao, A. Adcock, L. van der Maaten, D.
Ghadiyaram, and O. Russakovsky (2023). “Geode: A geographically
diverse evaluation dataset for object recognition”. In: Advances in
Neural Information Processing Systems. Vol. 36.

Ranganathan, N. (2020). “The economy (and regulatory practice) that
biometrics inspires: A study of the aadhaar project”. In: AI Now
Report on Regulating Biometrics: Global Approaches and Urgent
Questions.

Redmon, J., S. Divvala, R. Girshick, and A. Farhadi (2016). “You only
look once: Unified, real-time object detection”. In: Proceedings of
the IEEE Conference on Computer Vision and Pattern Recognition.
779–788.

Ren, Z., Y. J. Lee, and M. S. Ryoo (2018). “Learning to anonymize
faces for privacy preserving action detection”. In: Proceedings of the
European Conference on Computer Vision (ECCV). 620–636.

Rhue, L. (2018). “Racial influence on automated perceptions of emo-
tions”. SSRN Electronic Journal.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://doi.org/10.1145/3531146.3533231
https://doi.org/10.1145/3531146.3533231


100 References

Roberts, D. E. (2017). “Democratizing criminal law as an abolitionist
project, 111 Nw. U. L. Rev. 1597”. url: https://scholarlycommons.
law.northwestern.edu/nulr/vol111/iss6/11.

Robinette, P., W. Li, R. Allen, A. M. Howard, and A. R. Wagner (2016).
“Overtrust of robots in emergency evacuation scenarios”. In: 11th
ACM/IEEE International Conference on Human-Robot Interaction
(HRI).

Rogaway, P. (2015). “The moral character of cryptographic work”.
Cryptology ePrint Archive.

Rostamzadeh, N., D. Mincu, S. Roy, A. Smart, L. Wilcox, M. Pushkarna,
J. Schrouff, R. Amironesei, N. Moorosi, and K. Heller (2022). “Health-
sheet: Development of a transparency artifact for health datasets”. In:
Proceedings of the 2022 ACM Conference on Fairness, Accountability,
and Transparency (FAccT ’22). New York, NY, USA: Association for
Computing Machinery. 1943–1961. doi: 10.1145/3531146.3533239.

Ryu, H. J., H. Adam, and M. Mitchell (2018). “Inclusive facenet: Im-
proving face attribute detection with race and gender diversity”. In:
Proceedings of FAT/ML.

Sambasivan, N., E. Arnesen, B. Hutchinson, T. Doshi, and V. Prab-
hakaran (2021a). “Re-imagining algorithmic fairness in india and
beyond”. In: Proceedings of the 2021 ACM Conference on Fairness,
Accountability, and Transparency. 315–328.

Sambasivan, N., S. Kapania, H. Highfill, D. Akrong, P. Paritosh, and
L. M. Aroyo (2021b). “Everyone wants to do the model work, not
the data work: Data cascades in high-stakes AI”. In: Proceedings of
the 2021 CHI Conference on Human Factors in Computing Systems
(CHI ’21). Vol. Article 39. New York, NY, USA: Association for
Computing Machinery. 1–15. doi: 10.1145/3411764.3445518.

Scheuerman, M. K., A. Hanna, and E. Denton (2021). “Do datasets
have politics? Disciplinary values in computer vision dataset devel-
opment”. Proceedings of the ACM on Human-Computer Interaction
5, CSCW2, Article 317 (October 2021): 37. doi: 10.1145/3476058.

Schumann, C., F. Olanubi, A. Wright, E. Monk, C. Heldreth, and S.
Ricco (2024). “Consensus and subjectivity of skin tone annotation
for ml fairness”. In: Advances in Neural Information Processing
Systems. Vol. 36.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://scholarlycommons.law.northwestern.edu/nulr/vol111/iss6/11
https://scholarlycommons.law.northwestern.edu/nulr/vol111/iss6/11
https://doi.org/10.1145/3531146.3533239
https://doi.org/10.1145/3411764.3445518
https://doi.org/10.1145/3476058


References 101

Schumann, C., S. Ricco, U. Prabhu, V. Ferrari, and C. Pantofaru (2021).
“A step toward more inclusive people annotations for fairness”. In:
Proceedings of the 2021 AAAI/ACM Conference on AI, Ethics, and
Society. 916–925.

Schwartz, R., J. Dodge, N. A. Smith, and O. Etzioni (2020). “Green
AI”. Communications of the ACM. 12(December 2020): 54–63. doi:
10.1145/3381831.

Sefala, R., T. Gebru, L. Mfupe, N. Moorosi, and R. Klein (2021). “Con-
structing a visual dataset to study the effects of spatial apartheid in
South Africa”. In: Thirty-Fifth Conference on Neural Information
Processing Systems Datasets and Benchmarks Track (Round 2).

Selbst, A. D., D. Boyd, S. A. Friedler, S. Venkatasubramanian, and J.
Vertesi (2019). “Fairness and abstraction in sociotechnical systems”.
In: Proceedings of the Conference on Fairness, Accountability, and
Transparency (FAT* ’19). New York, NY, USA: Association for
Computing Machinery. 59–68. doi: 10.1145/3287560.3287598.

Shah, N. (2015). “Identity and identification: The individual in the time
of networked governance”. Socio Legal Review. 11(2): 22.

Shan, S., J. Cryan, E. Wenger, H. Zheng, R. Hanocka, and B. Y. Zhao
(2023). “Glaze: Protecting artists from style mimicry by {Text-to-
Image} models”. In: 32nd USENIX Security Symposium (USENIX
Security 23). 2187–2204.

Shelby, R., S. Rismani, K. Henne, A. J. Moon, N. Rostamzadeh, P.
Nicholas, N. Yilla-Akbari, et al. (2023). “Sociotechnical harms of
algorithmic systems: Scoping a taxonomy for harm reduction”. In:
Proceedings of the 2023 AAAI/ACM Conference on AI, Ethics, and
Society. 723–741.

Sherman, J. (2021). “Data brokers are a threat to democracy”. Wired.
url: https://www.wired.com/story/opinion-data-brokers-are-a-thr
eat-to-democracy/.

Sjoding, M. W., R. P. Dickson, T. J. Iwashyna, S. E. Gay, and T. S.
Valley (2020). “Racial bias in pulse oximetry measurement”. New
England Journal of Medicine. 383(25): 2477–2478.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://doi.org/10.1145/3381831
https://doi.org/10.1145/3287560.3287598
https://www.wired.com/story/opinion-data-brokers-are-a-threat-to-democracy/
https://www.wired.com/story/opinion-data-brokers-are-a-threat-to-democracy/


102 References

Solaiman, I., Z. Talat, W. Agnew, L. Ahmad, D. Baker, S. L. Blodgett,
H. Daumé III, J. Dodge, E. Evans, S. Hooker, Y. Jernite, A. S.
Luccioni, A. Lusoli, M. Mitchell, J. Newman, M.-T. Png, A. Strait,
and A. Vassilev (2023). “Evaluating the social impact of generative
AI systems in systems and society”. ArXiv abs/2306.05949.

Solomon, B. (2018). “Digital IDs are more dangerous than you think”.
Wired. url: https://www.wired.com/story/digital-ids-are-more-da
ngerous-than-you-think/.

Srinivasan, R., E. Denton, J. Famularo, N. Rostamzadeh, F. Diaz, and
B. Coleman (2021). “Artsheets for art datasets”. NeurIPS Datasets
and Benchmarks Track.

Stark, L. (2019). “Facial recognition is the plutonium of AI”. XRDS 25.
3(Spring 2019): 50–55. doi: 10.1145/3313129.

Stark, L. and J. Hutson (2021). “Physiognomic artificial intelligence”.
Fordham Intellectual Property, Media and Entertainment Law Jour-
nal. 32: 922.

Stewart, R., M. Andriluka, and A. Y. Ng (2016). “End-to-end people
detection in crowded scenes”. In: Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition. 2325–2333.

Stitzlein, S. M. (2004). “Replacing the ‘View from Nowhere’: A pragmatist-
feminist science classroom”. Electronic Journal of Science Education.
9(2).

Stoyanovich, J. and B. Howe (2019). “Nutritional labels for data and
models”. A Quarterly Bulletin of the Computer Society of the IEEE
Technical Committee on Data Engineering.

Strubell, E., A. Ganesh, and A. McCallum (2019). “Energy and policy
considerations for deep learning in NLP”. Proceedings of the AAAI
Conference on Artificial Intelligence. 34(09): 13693–13696.

Suresh, H. and J. Guttag (2021). “A framework for understanding
sources of harm throughout the machine learning life cycle”. In:
Proceedings of the 1st ACM Conference on Equity and Access in
Algorithms, Mechanisms, and Optimization. 1–9.

Sweeney, L. (2013). “Discrimination in online ad delivery: Google ads,
black names and white names, racial discrimination, and click ad-
vertising”. Queue. 11(3): 10–29.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://www.wired.com/story/digital-ids-are-more-dangerous-than-you-think/
https://www.wired.com/story/digital-ids-are-more-dangerous-than-you-think/
https://doi.org/10.1145/3313129


References 103

Taylor, K.-Y. (2019). Race for Profit: How Banks and the Real Estate
Industry Undermined Black Homeownership. The University of North
Carolina Press.

The Distributed AI Research Institute (DAIR) (2022). “DAIR research
philosophy”. url: https://www.dair-institute.org/research-philosop
hy/.

The Engine Room and Oxfam (2018). “Biometrics in the Humanitarian
Sector”. url: https://oxfamilibrary.openrepository.com/bitstream/
handle/10546/620454/rr-biometrics-humanitarian-sector-050418-e
n.pdf?sequence=1.

The People + AI Guidebook. (2019). url: http://pair.withgoogle.com/
guidebook.

Trikanad, S. and V. Bhandari (2022). “Surveillance enabling identity
systems in Africa: Tracing the fingerprints of aadhaar (August 6,
2022). Centre for Internet and Society”. url: https://ssrn.com/
abstract=4239604.

Turkopticon (2023). “Beware the Hype: ChatGPT didn’t replace human
data annotators”. Tech Workers Coalition Newsletter. (5). url:
https://news.techworkerscoalition.org/2023/04/04/issue-5/.

UN High Commissioner for Refugees (UNHCR) (2022). Climate Change,
displacement and human rights. url: https://www.refworld.org/
reference/themreport/unhcr/2022/en/124057.

Ungless, E. L., B. Ross, and A. Lauscher (2023). “Stereotypes and
smut: The (Mis) representation of non-cisgender identities by text-
to-image models”. In: The 61st Annual Meeting of the Association
for Computational Linguistics.

United Nations Department of Economic and Social Affairs (2011). The
global social crisis: Report of the World social situation 2011. url:
https://www.un-ilibrary.org/content/books/9789210552226/read.

Venkatasubramanian, S., T. Gebru, U. Topcu, H. Griffin, L. Rosenbloom,
and N. Sonboli (2024). Community driven approaches to research in
technology and society CCC workshop report. url: https://cra.org/
ccc/wp-content/uploads/sites/2/2024/03/CDARTS-Workshop-R
eport_Final.pdf.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://www.dair-institute.org/research-philosophy/
https://www.dair-institute.org/research-philosophy/
https://oxfamilibrary.openrepository.com/bitstream/handle/10546/620454/rr-biometrics-humanitarian-sector-050418-en.pdf?sequence=1
https://oxfamilibrary.openrepository.com/bitstream/handle/10546/620454/rr-biometrics-humanitarian-sector-050418-en.pdf?sequence=1
https://oxfamilibrary.openrepository.com/bitstream/handle/10546/620454/rr-biometrics-humanitarian-sector-050418-en.pdf?sequence=1
http://pair.withgoogle.com/guidebook
http://pair.withgoogle.com/guidebook
https://ssrn.com/abstract=4239604
https://ssrn.com/abstract=4239604
https://news.techworkerscoalition.org/2023/04/04/issue-5/
https://www.refworld.org/reference/themreport/unhcr/2022/en/124057
https://www.refworld.org/reference/themreport/unhcr/2022/en/124057
https://www.un-ilibrary.org/content/books/9789210552226/read
https://cra.org/ccc/wp-content/uploads/sites/2/2024/03/CDARTS-Workshop-Report_Final.pdf
https://cra.org/ccc/wp-content/uploads/sites/2/2024/03/CDARTS-Workshop-Report_Final.pdf
https://cra.org/ccc/wp-content/uploads/sites/2/2024/03/CDARTS-Workshop-Report_Final.pdf


104 References

Venturini, J. and V. Garay (2022). “Facial recognition in Latin America:
Trends in the implementation of a perverse technology”. Al Sur.
url: https://creativecommons.org/licenses/by/4.0/legalcode.es.

Villeneuve, S., M. Andrus, and H. Hongo (2021). “Shedding light on
the trade-offs of using demographic data for algorithmic fairness”.
Partnership on AI Blog.

Vince, G. (2022). “Is the world ready for mass migration due to climate
change?” BBC. url: https://www.bbc.com/future/article/2022111
7-how-borders-might-change-to-cope-with-climate-migration.

Vincent, J. (2021). “Facebook is researching AI systems that see, hear,
and remember everything you do”. The Verge. url: https://www.
theverge.com/2021/10/14/22725894/facebook-augmented-reality
-ar-glasses-ai-systems-ego4d-research.

Wagstaff, K. L. (2012). “Machine learning that matters”. In: Proceedings
of the 29th International Coference on International Conference on
Machine Learning. 1851–1856.

Wan, Y., A. Subramonian, A. Ovalle, Z. Lin, A. Suvarna, C. Chance,
H. Bansal, R. Pattichis, and K.-W. Chang (2024). “Survey of bias
in text-to-image generation: Definition, evaluation, and mitigation”.
arXiv preprint arXiv:2404.01030.

Wang, A., S. Barocas, K. Laird, and H. Wallach (2022a). “Measuring
representational harms in image captioning”. In: Proceedings of
the 2022 ACM Conference on Fairness, Accountability, and Trans-
parency. 324–335.

Wang, A., A. Liu, R. Zhang, A. Kleiman, L. Kim, D. Zhao, I. Shirai,
A. Narayanan, and O. Russakovsky (2022b). “REVISE: A tool for
measuring and mitigating bias in visual datasets”. International
Journal of Computer Vision. 130(7): 1790–1810.

Wang, D., S. Prabhat, and N. Sambasivan (2022c). “Whose AI dream?
In search of the aspiration in data annotation”. In: Proceedings of
the 2022 CHI Conference on Human Factors in Computing Systems
(CHI ’22). Association for Computing Machinery, New York, NY,
USA. Article 582. 1–16. doi: 10.1145/3491102.3502121.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://creativecommons.org/licenses/by/4.0/legalcode.es
https://www.bbc.com/future/article/20221117-how-borders-might-change-to-cope-with-climate-migration
https://www.bbc.com/future/article/20221117-how-borders-might-change-to-cope-with-climate-migration
https://www.theverge.com/2021/10/14/22725894/facebook-augmented-reality-ar-glasses-ai-systems-ego4d-research
https://www.theverge.com/2021/10/14/22725894/facebook-augmented-reality-ar-glasses-ai-systems-ego4d-research
https://www.theverge.com/2021/10/14/22725894/facebook-augmented-reality-ar-glasses-ai-systems-ego4d-research
https://doi.org/10.1145/3491102.3502121


References 105

Wang, M., W. Deng, J. Hu, X. Tao, and Y. Huang (2019a). “Racial faces
in the wild: Reducing racial bias by information maximization adap-
tation network”. In: Proceedings of the IEEE/CVF International
Conference on Computer Vision. 692–702.

Wang, T., J. Zhao, M. Yatskar, K.-W. Chang, and V. Ordonez (2019b).
“Balanced datasets are not enough: Estimating and mitigating gen-
der bias in deep image representations”. In: Proceedings of the
IEEE/CVF International Conference on Computer Vision. 5310–
5319.

Wang, Z., K. Qinami, I. C. Karakozis, K. Genova, P. Nair, K. Hata,
and O. Russakovsky (2020). “Towards fairness in visual recogni-
tion: Effective strategies for bias mitigation”. In: Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recogni-
tion. 8919–8928.

Warden, P., M. Stewart, B. Plancher, S. Katti, and V. J. Reddi (2023).
“Machine learning sensors”. Communications of the ACM. 66(11):
25–28.

Weerts, H., M. Dudík, R. Edgar, A. Jalali, R. Lutz, and M. Madaio
(2023). “Fairlearn: Assessing and improving fairness of AI systems”.
Journal of Machine Learning Research. 24: 1–8.

Weizenbaum, J. (1976). Computer Power and Human Reason: From
Judgment to Calculation. W. H. Freeman and Co.

West, S. M., M. Whittaker, and K. Crawford (2019). “Discriminating
systems”. AI Now. (2019): 1–33.

Williams, A. (2021). Surveillance Nation: The Real Cost of Amazon’s
Customer Obsession. The Distributed AI Research Institute (DAIR).
url: https://peertube.dair-institute.org/w/oAWnan9PXTvS3Cyut
atQcg.

Williams, A., M. Miceli, and T. Gebru (2022). “The exploited labor
behind artificial intelligence”. Noema Magazine. url: https://www.n
oemamag.com/the-exploited-labor-behind-artificial-intelligence/.

Wilson, B., J. Hoffman, and J. Morgenstern (2019). “Predictive inequity
in object detection”. arXiv preprint arXiv:1902.11097.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://peertube.dair-institute.org/w/oAWnan9PXTvS3CyutatQcg
https://peertube.dair-institute.org/w/oAWnan9PXTvS3CyutatQcg
https://www.noemamag.com/the-exploited-labor-behind-artificial-intelligence/
https://www.noemamag.com/the-exploited-labor-behind-artificial-intelligence/


106 References

Wolfe, R., Y. Yang, B. Howe, and A. Caliskan (2023). “Contrastive
language-vision AI models pretrained on web-scraped multimodal
data exhibit sexual objectification bias”. In: Proceedings of the 2023
ACM Conference on Fairness, Accountability, and Transparency.
1174–1185.

Wong, R. Y., K. Boyd, J. Metcalf, and K. Shilton (2020). “Beyond
checklist approaches to ethics in design”. In: Companion Publication
of the 2020 Conference on Computer Supported Cooperative Work
and Social Computing (CSCW ’20 Companion). Association for
Computing Machinery. New York, NY, USA. 511–517. doi: 10.1145/
3406865.3418590.

Wu, C. J., R. Raghavendra, U. Gupta, B. Acun, N. Ardalani, K. Maeng,
G. Chang, F. Aga, J. Huang, C. Bai, and M. Gschwind (2022).
“Sustainable AI: Environmental implications, challenges and oppor-
tunities”. Proceedings of Machine Learning and Systems. 4: 795–
813.

Yang, K., K. Qinami, L. Fei-Fei, J. Deng, and O. Russakovsky (2020).
“Towards fairer datasets: Filtering and balancing the distribution of
the people subtree in the imagenet hierarchy”. In: Proceedings of
the 2020 Conference on Fairness, Accountability, and Transparency.
547–558.

Yang, K., J. H. Yau, L. Fei-Fei, J. Deng, and O. Russakovsky (2022). “A
study of face obfuscation in imagenet”. In: International Conference
on Machine Learning. PMLR. 25313–25330.

Yew, R.-J., L. Qin, and S. Venkatasubramanian (2023). “You still see me:
How data protection supports the architecture of ML surveillance”.
In: NeurIPS, 2023 Workshop on Regulatable ML.

York, G. and Z. Zelalem (2024). “Cheap imported drones fuel a surge
of deaths in Africa”. The Globe and Mail. url: https ://www .
theglobeandmail.com/world/article-cheap-imported-drones-fuel-a
-surge-of-deaths-in-africa.

Zelalem, Z. (2021). “Refugee camps in ethiopia appear to have been
systematically destroyed”. Vice News. url: https://www.vice.com/
en/article/93wmbz/refugee-camps-in-ethiopia-appear-to-have-be
en-systematically-destroyed.

Full text available at: http://dx.doi.org/10.1561/0600000102

https://doi.org/10.1145/3406865.3418590
https://doi.org/10.1145/3406865.3418590
https://www.theglobeandmail.com/world/article-cheap-imported-drones-fuel-a-surge-of-deaths-in-africa
https://www.theglobeandmail.com/world/article-cheap-imported-drones-fuel-a-surge-of-deaths-in-africa
https://www.theglobeandmail.com/world/article-cheap-imported-drones-fuel-a-surge-of-deaths-in-africa
https://www.vice.com/en/article/93wmbz/refugee-camps-in-ethiopia-appear-to-have-been-systematically-destroyed
https://www.vice.com/en/article/93wmbz/refugee-camps-in-ethiopia-appear-to-have-been-systematically-destroyed
https://www.vice.com/en/article/93wmbz/refugee-camps-in-ethiopia-appear-to-have-been-systematically-destroyed


References 107

Zemel, R., Y. Wu, K. Swersky, T. Pitassi, and C. Dwork (2013). “Learn-
ing fair representations”. In: International Conference on Machine
Learning. PMLR. 325–333.

Zhang, B. H., B. Lemoine, and M. Mitchell (2018). “Mitigating un-
wanted biases with adversarial learning”. In: Proceedings of the 2018
AAAI/ACM Conference on AI, Ethics, and Society. 335–340.

Zhao, J., T. Wang, M. Yatskar, V. Ordonez, and K.-W. Chang (2017).
“Men also like shopping: Reducing gender bias amplification using
corpus-level constraints”. In: Proceedings of the 2017 Conference on
Empirical Methods in Natural Language Processing.

Zuboff, S. (2018). The Age of Surveillance Capitalism. The Fight for a
Human Future at the New Frontier of Power. Profile Books.

Full text available at: http://dx.doi.org/10.1561/0600000102




