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ABSTRACT

The astonishing growth of generative tools in recent years
has empowered many exciting applications in text-to-image
generation and text-to-video generation. The underlying
principle behind these generative tools is the concept of dif-
fusion, a particular sampling mechanism that has overcome
some longstanding shortcomings in previous approaches.
The goal of this tutorial is to discuss the essential ideas
underlying these diffusion models. The target audience of
this tutorial includes undergraduate and graduate students
who are interested in doing research on diffusion models or
applying these tools to solve other problems.
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1
Variational Auto-Encoder (VAE)

A long time ago, in a galaxy far far away, we wanted to build a generator—
a generator that generates texts, speeches, or images from some inputs
with which we give to the computer. While this may sound magical at
first, the problem has actually been studied for a long time. To kick off
the discussion of this tutorial, we shall first consider the variational
autoencoder (VAE). VAE was proposed by Kingma and Welling in
2014 [24]. According to their 2019 tutorial [23], the VAE was inspired
by the Helmholtz Machine [10] as the marriage of graphical models
and deep learning. In what follows, we will discuss VAE’s problem
setting, its building blocks, and the optimization tools associated with
the training.

1.1 Building Blocks of VAE

We start by discussing the schematic diagram of a VAE. As shown in the
figure below, the VAE consists of a pair of models (often realized by deep
neural networks). The one located near the input is called an encoder
whereas the one located near the output is called a decoder. We denote
the input (typically an image) as a vector x, and the output (typically
another image) as a vector x̂. The vector located in the middle between

2
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1.1. Building Blocks of VAE 3

the encoder and the decoder is called a latent variable, denoted as
z. The job of the encoder is to extract a meaningful representation for
x, whereas the job of the decoder is to generate a new image from the
latent variable z (Figure 1.1).

Figure 1.1: A variational autoencoder consists of an encoder that converts an input
x to a latent variable z, and a decoder that synthesizes an output x̂ from the latent
variable.

The latent variable z has two special roles in this setup. With respect
to the input, the latent variable encapsulates the information that can
be used to describe x. The encoding procedure could be a lossy process,
but our goal is to preserve the important content of x as much as we
can. With respect to the output, the latent variable serves as the “seed”
from which an image x̂ can be generated. Two different z’s should in
theory give us two different generated images.

A slightly more formal definition of a latent variable is given below.

Definition 1.1 (Latent Variables [23]). In a probabilistic model,
latent variables z are variables that we do not observe and hence
are not part of the training dataset, although they are part of the
model.

Example 1.1. Getting a latent representation of an image is not an
alien thing. Back in the time of JPEG compression (which is arguably a
dinosaur), we used discrete cosine transform (DCT) basis functions ϕn
to encode the underlying image/patches of an image. The coefficient
vector z = [z1, . . . , zN ]T is obtained by projecting the image x onto the
space spanned by the basis, via zn = 〈ϕn,x〉. So, given an image x,
we can produce a coefficient vector z. From z, we can use the inverse
transform to recover (i.e., decode) the image (Figure 1.2).

Full text available at: http://dx.doi.org/10.1561/0600000112



4 Variational Auto-Encoder (VAE)

Figure 1.2: In discrete cosine transform (DCT), we can think of the encoder as
taking an image x and generating a latent variable z by projecting x onto the basis
functions.

In this example, the coefficient vector z is the latent variable. The
encoder is the DCT transform, and the decoder is the inverse DCT
transform.

The term “variational” in VAE is related to the subject of calculus
of variations which studies optimization over functions. In VAE, we
are interested in searching for the optimal probability distributions to
describe x and z. In light of this, we need to consider a few distributions:

• p(x): The true distribution of x. It is never known. The whole
universe of diffusion models is to find ways to draw samples from
p(x). If we knew p(x) (say, we have a formula that describes p(x)),
we can just draw a sample x that maximizes log p(x).

• p(z): The distribution of the latent variable. Typically, we make
it a zero-mean unit-variance Gaussian N (0, I). One reason is that
linear transformation of a Gaussian remains a Gaussian, and so
this makes the data processing easier. Doersch [12] also has an
excellent explanation. It was mentioned that any distribution can
be generated by mapping a Gaussian through a sufficiently compli-
cated function. For example, in a one-variable setting, the inverse
cumulative distribution function (CDF) technique [7, Chapter 4]
can be used for any continuous distribution with an invertible
CDF. In general, as long as we have a sufficiently powerful func-
tion (e.g., a neural network), we can learn it and map the i.i.d.
Gaussian to whatever latent variable needed for our problem.

• p(z|x): The conditional distribution associated with the encoder,
which tells us the likelihood of z when given x. We have no access

Full text available at: http://dx.doi.org/10.1561/0600000112



1.1. Building Blocks of VAE 5

to it. p(z|x) itself is not the encoder, but the encoder has to do
something so that it will behave consistently with p(z|x).

• p(x|z): The conditional distribution associated with the decoder,
which tells us the posterior probability of getting x given z. Again,
we have no access to it.

When we switch from the classical parameteric models to deep
neural networks, the notion of latent variables is changed to deep latent
variables. Kingma and Welling [23] gave a good definition below.

Definition 1.2 (Deep Latent Variables [23]). Deep Latent Variables
are latent variables whose distributions p(z), p(x|z), or p(z|x) are
parameterized by a neural network.

The advantage of deep latent variables is that they can model very
complex data distributions p(x) even though the structures of the prior
distributions and the conditional distributions are relatively simple (e.g.,
Gaussian). One way to think about this is that the neural networks can
be used to estimate the mean of a Gaussian. Although the Gaussian
itself is simple, the mean is a function of the input data, which passes
through a neural network to generate a data-dependent mean. So the
expressiveness of the Gaussian is significantly improved.

Let’s go back to the four distributions above. Here is a somewhat
trivial but educational example that can illustrate the idea:

Example 1.2. Consider a random variable X distributed according to a
Gaussian mixture model with a latent variable z ∈ {1, . . . ,K} denoting
the cluster identity such that pZ(k) = P[Z = k] = πk for k = 1, . . . ,K.
We assume

∑K
k=1 πk = 1. Then, if we are told that we need to look at

the k-th cluster only, the conditional distribution of X given Z is

pX|Z(x|k) = N (x |µk, σ2
kI).

The marginal distribution of x can be found using the law of total
probability, giving us

pX(x) =
K∑
k=1

pX|Z(x|k)pZ(k) =
K∑
k=1

πkN (x |µk, σ2
kI). (1.1)

Full text available at: http://dx.doi.org/10.1561/0600000112



6 Variational Auto-Encoder (VAE)

Therefore, if we start with pX(x), the design question for the encoder is
to build a magical encoder such that for every sample x ∼ pX(x), the
latent code will be z ∈ {1, . . . ,K} with a distribution z ∼ pZ(k).

To illustrate how the encoder and decoder work, let’s assume that
the mean and variance are known and are fixed. Otherwise we will need
to estimate the mean and variance through an expectation-maximization
(EM) algorithm. It is doable, but the tedious equations will defeat the
educational purpose of this illustration.

Encoder: How do we obtain z from x? This is easy because at the
encoder, we know pX(x) and pZ(k). Imagine that you only have two
class z ∈ {1, 2}. Effectively you are just making a binary decision of
where the sample x should belong to. There are many ways you can do
the binary decision. If you like the maximum-a-posteriori decision rule,
you can check

pZ|X(1|x) ≷class 1
class 2 pZ|X(2|x),

and this will return you a simple decision: You give us x, we tell you
z ∈ {1, 2}.

Decoder: On the decoder side, if we are given a latent code z ∈
{1, . . . ,K}, the magical decoder just needs to return us a sample x
which is drawn from pX|Z(x|k) = N (x |µk, σ2

kI). A different z will give
us one of the K mixture components. If we have enough samples, the
overall distribution will follow the Gaussian mixture.

This example is certainly oversimplified because real-world problems
can be much harder than a Gaussian mixture model with known means
and known variances. But one thing we realize is that if we want to
find the magical encoder and decoder, we must have a way to find the
two conditional distributions p(z|x) and p(x|z). However, they are both
high-dimensional.

In order for us to say something more meaningful, we need to impose
additional structures so that we can generalize the concept to harder
problems. To this end, we consider the following two proxy distributions:

• qφ(z|x): The proxy for p(z|x), which is also the distribution as-
sociated with the encoder. qφ(z|x) can be any directed graphical
model and it can be parameterized using deep neural networks

Full text available at: http://dx.doi.org/10.1561/0600000112



1.1. Building Blocks of VAE 7

[23, Section 2.1]. For example, we can define

(µ,σ2) = EncoderNetworkφ(x),
qφ(z|x) = N (z | µ,diag(σ2)). (1.2)

This model is a widely used because of its tractability and com-
putational efficiency.

• pθ(x|z): The proxy for p(x|z), which is also the distribution as-
sociated with the decoder. Like the encoder, the decoder can be
parameterized by a deep neural network. For example, we can
define

fθ(z) = DecoderNetworkθ(z),
pθ(x|z) = N (x | fθ(z), σ2

decI), (1.3)

where σdec is a hyperparameter that can be pre-determined or it
can be learned.

The relationship between the input x and the latent z, as well as
the conditional distributions, are summarized in Figure 1.3. There are
two nodes x and z. The “forward” relationship is specified by p(z|x)
(and approximated by qφ(z|x)), whereas the “reverse” relationship is
specified by p(x|z) (and approximated by pθ(x|z)).

Figure 1.3: In a variational autoencoder, the variables x and z are connected by
the conditional distributions p(x|z) and p(z|x). To make things work, we introduce
proxy distributions pθ(x|z) and qφ(z|x).

Example 1.3. Suppose that we have a random variable x ∈ Rd and a
latent variable z ∈ Rd such that

x ∼ p(x) = N (x |µ, σ2I),
z ∼ p(z) = N (z | 0, I).

Full text available at: http://dx.doi.org/10.1561/0600000112



8 Variational Auto-Encoder (VAE)

We want to construct a VAE. By this, we mean that we want to build two
mappings Encoder(·) and Decoder(·). The encoder will take a sample x
and map it to the latent variable z, whereas the decoder will take the
latent variable z and map it to the generated variable x̂. If we knew
what p(x) is, then there is a trivial solution where z = (x− µ)/σ and
x̂ = µ+ σz. In this case, the true distributions can be determined and
they can be expressed in terms of delta functions:

p(x|z) = δ(x− (σz + µ)),
p(z|x) = δ(z− (x− µ)/σ).

Suppose now that we do not know p(x) so we need to build an
encoder and a decoder to estimate z and x̂. Let’s first define the encoder.
Our encoder in this example takes the input x and generates a pair
of parameters µ̂(x) and σ̂(x)2, denoting the parameters of a Gaussian.
Then, we define qφ(z|x) as a Gaussian:

(µ̂(x), σ̂(x)2) = Encoderφ(x),
qφ(z|x) = N (z | µ̂(x), σ̂(x)2I).

For the purpose of discussion, we assume that µ̂ is an affine function of
x such that µ̂(x) = ax + b for some parameters a and b. Similarly, we
assume that σ̂(x)2 = t2 for some scalar t. This will give us

qφ(z|x) = N (z | ax + b, t2I).

For the decoder, we deploy a similar structure by considering

(µ̃(z), σ̃(z)2) = Decoderθ(z),
pθ(x|z) = N (x | µ̃(z), σ̃(z)2I).

Again, for the purpose of discussion, we assume that µ̃ is affine so that
µ̃(z) = cz + v for some parameters c and v and σ̃(z)2 = s2 for some
scalar s. Therefore, pθ(x|z) takes the form of:

pθ(x|z) = N (z | cx + v, s2I).

We will discuss how to determine the parameters later.

Full text available at: http://dx.doi.org/10.1561/0600000112



1.2. Evidence Lower Bound 9

1.2 Evidence Lower Bound

How do we use these two proxy distributions to achieve our goal of
determining the encoder and the decoder? If we treat φ and θ as
optimization variables, then we need an objective function (or the loss
function) so that we can optimize φ and θ through training samples.
The loss function we use here is called the Evidence Lower BOund
(ELBO) [23]:

Definition 1.3 (Evidence Lower Bound). The Evidence Lower Bound
is defined as

ELBO(x) def= Eqφ(z|x)

[
log p(x, z)

qφ(z|x)

]
. (1.4)

You are certainly puzzled how on the Earth people can come up
with this loss function!? Let’s see what ELBO means and how it is
derived.

In a nutshell, ELBO is a lower bound for the prior distribution
log p(x) because we can show that

log p(x) = some magical steps to be derived

= Eqφ(z|x)

[
log p(x, z)

qφ(z|x)

]
+ DKL(qφ(z|x)‖p(z|x)) (1.5)

≥ Eqφ(z|x)

[
log p(x, z)

qφ(z|x)

]
def= ELBO(x),

where the inequality follows from the fact that the KL divergence
is always non-negative. Therefore, ELBO is a valid lower bound for
log p(x). Since we never have access to log p(x), if we somehow have
access to ELBO and if ELBO is a good lower bound, then we can
effectively maximize ELBO to achieve the goal of maximizing log p(x)
which is the gold standard. Now, the question is how good the lower
bound is. As you can see from the equation and also Figure 1.4, the
inequality will become an equality when our proxy qφ(z|x) can match

Full text available at: http://dx.doi.org/10.1561/0600000112



10 Variational Auto-Encoder (VAE)

Figure 1.4: Visualization of log p(x) and ELBO. The gap between the two is
determined by the KL divergence DKL(qφ(z|x)‖p(z|x)).

the true distribution p(z|x) exactly. So, part of the game is to ensure
qφ(z|x) is close to p(z|x).

The derivation of Equation (1.5) is as follows.

Theorem 1.1 (Decomposition of Log-Likelihood). The log likelihood
log p(x) can be decomposed as

log p(x) = Eqφ(z|x)

[
log p(x, z)

qφ(z|x)

]
︸ ︷︷ ︸

def=ELBO(x)

+ DKL(qφ(z|x)‖p(z|x)). (1.6)

Proof. The trick is to use our magical proxy qφ(z|x) to poke around
p(x) and derive the bound.

log p(x) = log p(x)×
∫
qφ(z|x)dz︸ ︷︷ ︸

=1

multiply 1

=
∫

log p(x)︸ ︷︷ ︸
some constant wrt z

× qφ(z|x)︸ ︷︷ ︸
distribution in z

dz

move log p(x) into integral
= Eqφ(z|x)[log p(x)], (1.7)

where the last equality is the fact that
∫
a× pZ(z)dz = E[a] = a for any

random variable Z and a scalar a.

Full text available at: http://dx.doi.org/10.1561/0600000112



1.2. Evidence Lower Bound 11

See, we have already got Eqφ(z|x)[·]. Just a few more steps. Let’s use
Bayes theorem which states that p(x, z) = p(z|x)p(x):

Eqφ(z|x)[log p(x)] = Eqφ(z|x)

[
log p(x, z)

p(z|x)

]
(Bayes Theorem)

= Eqφ(z|x)

[
log p(x, z)

p(z|x) ×
qφ(z|x)
qφ(z|x)

]
(Multiply and divide qφ(z|x))

= Eqφ(z|x)

[
log p(x, z)

qφ(z|x)

]
︸ ︷︷ ︸

ELBO

+ Eqφ(z|x)

[
log qφ(z|x)

p(z|x)

]
︸ ︷︷ ︸

DKL(qφ(z|x)‖p(z|x))

,

(1.8)

where we recognize that the first term is exactly ELBO, whereas the
second term is exactly the KL divergence. Comparing Equation (1.8)
with Equation (1.5), we complete the proof.

Example 1.4. Using the previous example, we can minimize the gap
between log p(x) and ELBO(x) if we knew p(z|x). To see that, we note
that log p(x) is

log p(x) = ELBO(x) + DKL(qφ(z|x)‖p(z|x)) ≥ ELBO(x).

The equality holds if and only if the KL-divergence term is zero. For
the KL divergence to be zero, it is necessary that qφ(z|x) = p(z|x).
However, since p(z|x) is a delta function, the only possibility is to have

qφ(z|x) = N
(

z
∣∣∣ x− µ

σ
, 0

)
= δ

(
z− x− µ

σ

)
, (1.9)

i.e., we set the standard deviation to be t = 0. To determine pθ(x|z),
we need some additional steps to simplify ELBO.

We now have ELBO. But this ELBO is still not too useful because
it involves p(x, z), something we have no access to. So, we need to do a
little more work.
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12 Variational Auto-Encoder (VAE)

Theorem 1.2 (Interpretation of ELBO). ELBO can be decomposed
as

ELBO(x) = Eqφ(z|x)[log
a Gaussian︷ ︸︸ ︷
pθ(x|z) ]︸ ︷︷ ︸

how good your decoder is

− DKL
(a Gaussian︷ ︸︸ ︷
qφ(z|x) ‖

a Gaussian︷︸︸︷
p(z)

)
︸ ︷︷ ︸

how good your encoder is

.

(1.10)

Proof. Let’s take a closer look at ELBO

ELBO(x) def= Eqφ(z|x)

[
log p(x, z)

qφ(z|x)

]
(definition)

= Eqφ(z|x)

[
log p(x|z)p(z)

qφ(z|x)

]
p(x, z) = p(x|z)p(z)

= Eqφ(z|x) [log p(x|z)] + Eqφ(z|x)

[
log p(z)

qφ(z|x)

]
(split expectation)

= Eqφ(z|x) [log pθ(x|z)]− DKL(qφ(z|x)‖p(z)),

(definition of KL)

where we replaced the inaccessible p(x|z) by its proxy pθ(x|z).

This is a beautiful result. We just showed something very easy to
understand. Let’s look at the two terms in Equation (1.10):

• Reconstruction. The first term is about the decoder. We want
the decoder to produce a good image x if we feed a latent z into
the decoder (of course!!). So, we want to maximize log pθ(x|z).
It is similar to maximum likelihood where we want to find the
model parameter to maximize the likelihood of observing the
image. The expectation here is taken with respect to the samples
z (conditioned on x). This shouldn’t be a surprise because the
samples z are used to assess the quality of the decoder. It cannot
be an arbitrary noise vector but a meaningful latent vector. So, z
needs to be sampled from qφ(z|x).
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1.2. Evidence Lower Bound 13

• Prior Matching. The second term is the KL divergence for the
encoder. We want the encoder to turn x into a latent vector z
such that the latent vector will follow our choice of distribution,
e.g., z ∼ N (0, I). To be slightly more general, we write p(z) as the
target distribution. Because the KL divergence is a distance (which
increases when the two distributions become more dissimilar), we
need to put a negative sign in front so that it increases when the
two distributions become more similar.

Example 1.5. Following up on the previous example, we continue to
assume that we knew p(z|x). Then the reconstruction term in ELBO
will give us

Eqφ(z|x)[log pθ(x|z)] = Eqφ(z|x)[logN (x | cz + v, s2I)]

= Eqφ(z|x)

[
−1

2 log 2π − log s− ‖x− (cz + v)‖2

2s2

]

= −1
2 log 2π − log s− c2

2s2 Eqφ(z|x)

[∥∥∥∥z− x− v
c

∥∥∥∥2
]

= −1
2 log 2π − log s− c2

2s2 Eδ(z−x−µ
σ )

[∥∥∥∥z−x− v
c

∥∥∥∥2
]

= −1
2 log 2π − log s− c2

2s2

[∥∥∥∥x− µ
σ
− x− v

c

∥∥∥∥2
]

≤ −1
2 log 2π − log s,

where the upper bound is tight if and only if the norm-square term is
zero, which holds when v = µ and c = σ. For the remaining terms, it
is clear that − log s is a monotonically decreasing function in s with
− log s → ∞ as s → 0. Therefore, when v = µ and c = σ, it follows
that Eqφ(z|x)[log pθ(x|z)] is maximized when s = 0. This implies that

pθ(x|z) = N (x | σz + µ, 0)
= δ(x− (σz + µ)). (1.11)

Limitation of ELBO. ELBO is practically useful, but it is not
the same as the true likelihood log p(x). As we mentioned, ELBO is
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14 Variational Auto-Encoder (VAE)

exactly equal to log p(x) if and only if DKL(qφ(z|x)‖p(z|x)) = 0 which
happens when qφ(z|x) = p(z|x). In the following example, we will show
a case where the qφ(z|x) obtained from maximizing ELBO is not the
same as p(z|x).

Example 1.6 (Limitation of ELBO). In the previous example, if we have
no idea about p(z|x), we need to train the VAE by maximizing ELBO.
However, since ELBO is only a lower bound of the true distribution
log p(x), maximizing ELBO will not return us the delta functions as we
hope. Instead, we will obtain something that is quite meaningful but
not exactly the delta functions.

For simplicity, let’s consider the distributions that will return us
unbiased estimates of the mean but with unknown variances:

qφ(z|x) = N
(

z
∣∣∣ x− µ

σ
, t2I

)
,

pθ(x|z) = N
(
x
∣∣∣ σz + µ, s2I

)
.

This is partially “cheating” because in theory we should not assume
anything about the estimates of the means. But from an intuitive angle,
since qφ(z|x) and pθ(x|z) are proxies to p(z|x) and p(x|z), they must
resemble some properties of the delta functions. The closest choice is
to define qφ(z|x) and pθ(x|z) as Gaussians with means consistent with
those of the two delta functions. The variances are unknown, and they
are the subject of interest in this example.

Our focus here is to maximize ELBO which consists of the prior
matching term and the reconstruction term. For the prior matching
error, we want to minimize the KL-divergence:

DKL(qφ(z|x)‖p(z)) = DKL

(
N
(

z
∣∣∣ x− µ

σ
, t2I

) ∥∥∥ N (z | 0, I)
)
.

The KL-divergence of two multivariate Gaussians N (z|µ0,Σ0) and
N (z|µ1,Σ1) has a closed form expression which can be found in
Wikipedia:

DKL(N (µ0,Σ0)‖N (µ1,Σ1))

= 1
2

(
Tr(Σ−1

1 Σ0)− d+ (µ1 − µ0)TΣ−1
1 (µ1 − µ0) + log detΣ1

detΣ0

)
.
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1.2. Evidence Lower Bound 15

Using this result (and with some algebra), we can show that

DKL

(
N
(

z
∣∣∣ x− µ

σ
, t2I
) ∥∥∥ N (z | 0, I)

)
= 1

2

[
t2d− d+

∥∥∥x− µ
σ

∥∥∥2
− 2 d log t

]
,

where d is the dimension of x and z. To minimize the KL-divergence,
we take derivative with respect to t and show that

∂

∂t

{
1
2

[
t2d− d+

∥∥∥∥x− µ
σ

∥∥∥∥2
− 2 log t

]}
= t · d− d

t
.

Setting this to zero will give us t = 1√
d
. Therefore, we can show that

qφ(z|x) = N
(

z
∣∣∣ x− µ

σ
, I
)
.

For the reconstruction term, we can show that

Eqφ(z|x)[log pθ(x|z)] = Eqφ(z|x)

[
log 1

(
√

2πs2)d
exp

{
−‖x− (σz + µ)‖2

2s2

}]

= Eqφ(z|x)

[
−d2 log 2π − d log s− ‖x− (σz + µ)‖2

2s2

]

= −d2 log 2π − d log s− σ2

2s2 Eqφ(z|x)

[∥∥∥∥z− x− µ
σ

∥∥∥∥2
]

= −d2 log 2π − d log s− σ2

2s2

× Trace
{
Eqφ(z|x)

[(
z− x− µ

σ

)(
z− x− µ

σ

)T]}

= −d2 log 2π − d log s− σ2

2s2 · d,

because the covariance of z ∼ qφ(z|x) is I and so the trace will give us
1. Taking derivatives with respect to s will give us

d

ds

{
−d2 log 2π − d log s− σ2

2s2

}
= −d

s
+ dσ2

s3 = 0.

Equating this to zero will give us s = σ. Therefore,

pθ(x|z) = N
(
x | σz + µ, σ2I

)
.

Full text available at: http://dx.doi.org/10.1561/0600000112



16 Variational Auto-Encoder (VAE)

As we can see in this example and the previous example, while the
ideal distributions are delta functions, the proxy distributions we obtain
have a finite variance. This finite variance adds additional randomness
to the samples generated by the VAE. There is nothing wrong with
this VAE—we do it correctly by maximizing ELBO. It is just that
maximizing the ELBO is not the same as maximizing log p(x).

1.3 Optimization in VAE

In the previous two subsections we introduced the building blocks of
VAE and ELBO. The goal of this subsection is to discuss how to train
a VAE and how to do inference.

VAE is a model that aims to approximate the true distribution
p(x) so that we can draw samples. A VAE is parameterized by (φ,θ).
Therefore, training a VAE is equivalent to solving an optimization
problem that encapsulates the essence of p(x) while being tractable.
However, since p(x) is not accessible, the natural alternative is to
optimize the ELBO which is the lower bound of log p(x). That means,
the learning goal of VAE is to solve the following problem.

Definition 1.4. The optimization objective of VAE is to maximize
the ELBO:

(φ,θ) = argmax
φ,θ

∑
x∈X

ELBO(x), (1.12)

where X = {x(`) | ` = 1, . . . , L} is the training dataset.

Intractability of ELBO’s Gradient. The challenge associated
with the above optimization is that the gradient of ELBO with respect
to (φ,θ) is intractable. Since the majority of today’s neural network
optimizers use first order methods and backpropagate the gradient to
update the network weights, an intractable gradient will pose difficulties
in training the VAE.

Let’s elaborate more about the intractability of the gradient. We
first substitute Definition 1.3 into the above objective function. The
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1.3. Optimization in VAE 17

gradient of ELBO is:1

∇θ,φ ELBO(x) = ∇θ,φ

{
Eqφ(z|x)

[
log pθ(x, z)

qφ(z|x)

]}
= ∇θ,φ

{
Eqφ(z|x)

[
log pθ(x, z)− log qφ(z|x)

]}
. (1.13)

The gradient contains two parameters. Let’s first look at θ. We can
show that

∇θ ELBO(x) = ∇θ
{

Eqφ(z|x)
[

log pθ(x, z)− log qφ(z|x)
]}

= ∇θ
{∫ [

log pθ(x, z)− log qφ(z|x)
]
· qφ(z|x)dz

}
=
∫
∇θ
{

log pθ(x, z)− log qφ(z|x)
}
· qφ(z|x) dz

= Eqφ(z|x)
[
∇θ
{

log pθ(x, z)− log qφ(z|x)
}]

= Eqφ(z|x)
[
∇θ
{

log pθ(x, z)
}]

≈ 1
L

L∑
`=1
∇θ
{

log pθ(x, z(`))
}
, where z(`) ∼ qφ(z|x),

(1.14)

where the last equality is the Monte Carlo approximation of the expec-
tation.

In the above equation, if pθ(x, z) is realized by a computable model
such as a neural network, then its gradient ∇θ{log pθ(x, z)} can be
computed via automatic differentiation. Thus, the maximization can be
achieved by backpropagating the gradient.

The gradient with respect to φ is more difficult. We can show that

∇φ ELBO(x) = ∇φ
{

Eqφ(z|x)
[

log pθ(x, z)− log qφ(z|x)
]}

= ∇φ
{∫ [

log pθ(x, z)− log qφ(z|x)
]
· qφ(z|x)dz

}
=
∫
∇φ
{

[log pθ(x, z)− log qφ(z|x)] · qφ(z|x)
}
dz

1The original definition of ELBO uses the true joint distribution p(x, z). In
practice, since p(x, z) is not accessible, we replace it with its proxy pθ(x, z) which is
a computable distribution.
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18 Variational Auto-Encoder (VAE)

6=
∫
∇φ
{

log pθ(x, z)− log qφ(z|x)
}
· qφ(z|x) dz

= Eqφ(z|x)
[
∇φ
{

log pθ(x, z)− log qφ(z|x)
}]

= Eqφ(z|x)
[
∇φ
{
− log qφ(z|x)

}]
≈ 1
L

L∑
`=1
∇φ
{
− log qφ(z(`)|x)

}
, where z(`) ∼ qφ(z|x).

(1.15)

As we can see, even though we wish to maintain a similar structure
as we did for θ, the expectation and the gradient operators in the
above derivations cannot be switched. This forbids us from doing any
backpropagation of the gradient to maximize ELBO.

Reparameterization Trick. The intractability of ELBO’s gradient
is inherited from the fact that we need to draw samples z from a
distribution qφ(z|x) which itself is a function of φ. As noted by Kingma
and Welling [24], for continuous latent variables, it is possible to compute
an unbiased estimate of ∇θ,φ ELBO(x) so that we can approximately
calculate the gradient and hence maximize ELBO. The idea is employ
an technique known as the reparameterization trick [24].

Recall that the latent variable z is a sample drawn from the distri-
bution qφ(z|x). The idea of reparameterization trick is to express z as
some differentiable and invertible transformation of another random
variable ε whose distribution is independent of x and φ. That is, we
define a differentiable and invertible function g such that

z = g(ε,φ,x), (1.16)

for some random variable ε ∼ p(ε). To make our discussions easier, we
pose an additional requirement that

qφ(z|x) ·
∣∣∣∣det

(
∂z
∂ε

)∣∣∣∣ = p(ε), (1.17)

where ∂z
∂ε is the Jacobian, and det(·) is the matrix determinant. This

requirement is related to change of variables in multivariate calculus.
The following example will make it clear.
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1.3. Optimization in VAE 19

Example 1.7. Suppose z ∼ qφ(z|x) def= N (z | µ, diag(σ2)). We can
define

z = g(ε,φ,x) def= ε� σ + µ, (1.18)
where ε ∼ N (0, I) and “�” means elementwise multiplication. The
parameter φ is φ = (µ,σ2). For this choice of the distribution, we can
show that by letting ε = z−µ

σ :

qφ(z|x) ·
∣∣∣∣det

(
∂z
∂ε

)∣∣∣∣ =
d∏
i=1

1√
2πσ2

i

exp
{
−(zi − µi)2

2σ2
i

}
·
d∏
i=1

σi

= 1
(
√

2π)d
exp

{
−‖ε‖

2

2

}
= N (0, I) = p(ε).

With this re-parameterization of z by expressing it in terms of ε,
we can look at ∇φEqφ(z|x)[f(z)] for some general function f(z). (Later
we will consider f(z) = − log qφ(z|x).) For notational simplicity, we
write g(ε) instead of g(ε,φ,x) although we understand that g has three
inputs. By change of variables, we can show that

Eqφ(z|x)[f(z)] =
∫
f(z) · qφ(z|x) dz

=
∫
f(g(ε)) · qφ(g(ε)|x) dg(ε), let z = g(ε)

=
∫
f
(
g(ε)

)
· qφ(g(ε)|x) ·

∣∣∣∣det
(
∂g(ε)
∂ε

)∣∣∣∣ dε
(Jacobian due to change of variable)

=
∫
f(z) · p(ε) dε (use Equation (1.17))

= Ep(ε) [f(z)] . (1.19)

So, if we want to take the gradient with respect to φ, we can show that

∇φEqφ(z|x)[f(z)] = ∇φEp(ε) [f(z)] = ∇φ
{∫

f(z) · p(ε) dε
}

=
∫
∇φ {f(z) · p(ε)} dε

=
∫
{∇φf(z)} · p(ε) dε

= Ep(ε) [∇φf(z)] , (1.20)
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20 Variational Auto-Encoder (VAE)

which can be approximated by Monte Carlo. Substituting f(z) =
− log qφ(z|x), we can show that

∇φEqφ(z|x)[− log qφ(z|x)] = Ep(ε) [−∇φ log qφ(z|x)]

≈ − 1
L

L∑
`=1
∇φ log qφ(z(`)|x),

where z(`) = g(ε(`),φ,x)

= − 1
L

L∑
`=1
∇φ

[
log p(ε(`))− log

∣∣∣∣∣det ∂z(`)

∂ε(`)

∣∣∣∣∣
]

= 1
L

L∑
`=1
∇φ

[
log

∣∣∣∣∣det ∂z(`)

∂ε(`)

∣∣∣∣∣
]
.

So, as long as the determinant is differentiable with respect to φ, the
Monte Carlo approximation can be numerically computed.

Example 1.8. Suppose that the parameters and the distribution qφ are
defined as follows:

(µ,σ2) = EncoderNetworkφ(x)
qφ(z|x) = N (z | µ,diag(σ2)).

We can define z = µ+σ� ε, with ε ∼ N (0, I). Then, we can show that

log
∣∣∣∣det ∂z

∂ε

∣∣∣∣ = log
∣∣∣∣det(∂(µ+ σ � ε)

∂ε

)∣∣∣∣
= log |det(diag {σ})|

= log
d∏
i=1

σi =
d∑
i=1

log σi.

Therefore, we can show that

∇φEqφ(z|x)[− log qφ(z|x)] ≈ 1
L

L∑
`=1
∇φ

[
log

∣∣∣∣∣det ∂z(`)

∂ε(`)

∣∣∣∣∣
]

= 1
L

L∑
`=1
∇φ

[
d∑
i=1

log σi

]
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1.3. Optimization in VAE 21

= ∇φ

[
d∑
i=1

log σi

]

= 1
σ
�∇φ

{
σφ(x)

}
,

where we emphasize that σφ(x) is the output of the encoder which is a
neural network.

As we can see in the above example, for some specific choices of the
distributions (e.g., Gaussian), the gradient of ELBO can be significantly
easier to derive.

VAE Encoder. After discussing the reparameterizing trick, we can
now discuss the specific structure of the encoder in VAE. To make
our discussions focused, we assume a relatively common choice of the
encoder:

(µ, σ2) = EncoderNetworkφ(x)
qφ(z|x) = N (z | µ, σ2I).

The parameters µ and σ are technically neural networks because they
are the outputs of EncoderNetworkφ(·). Therefore, it will be helpful if
we denote them as

µ = µφ︸︷︷︸
neural network

(x),

σ2 = σ2
φ︸︷︷︸

neural network

(x),

Our notation is slightly more complicated because we want to emphasize
that µ is a function of x; You give us an image x, our job is to return you
the parameters of the Gaussian (i.e., mean and variance). If you give us a
different x, then the parameters of the Gaussian should also be different.
The parameter φ specifies that µ is controlled (or parameterized) by φ.

Suppose that we are given the `-th training sample x(`). From this
x(`) we want to generate a latent variable z(`) which is a sample from
qφ(z|x). Because of the Gaussian structure, it is equivalent to say that

z(`) ∼ N
(
z
∣∣∣ µφ(x(`)), σ2

φ(x(`))I
)
. (1.21)
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22 Variational Auto-Encoder (VAE)

The interesting thing about this equation is that we use a neural
network EncoderNetworkφ(·) to estimate the mean and variance of the
Gaussian. Then, from this Gaussian we draw a sample z(`), as illustrated
in Figure 1.5.

A more convenient way of expressing Equation (1.21) is to realize
that the sampling operation z ∼ N (µ, σ2I) can be done using the
reparameterization trick.

Reparameterization Trick for High-dimensional Gaussian:

z ∼ N (µ, σ2I) ⇐⇒ z = µ+ σε, ε ∼ N (0, I). (1.22)

Using the reparameterization trick, Equation (1.21) can be written
as

z(`) = µφ(x(`)) + σφ(x(`))ε, ε ∼ N (0, I).

Proof. We will prove a general case for an arbitrary covariance matrix
Σ instead of a diagonal matrix σ2I.

For any high-dimensional Gaussian z ∼ N (z|µ,Σ), the sampling
process can be done via the transformation of white noise

z = µ+ Σ
1
2 ε, (1.23)

where ε ∼ N (0, I). The half matrix Σ
1
2 can be obtained through eigen-

decomposition or Cholesky factorization. If Σ has an eigen-decomposition
Σ = USUT , then Σ

1
2 = US

1
2 UT . The square root of the eigen-

value matrix S is well-defined because Σ is a positive semi-definite
matrix.

Figure 1.5: Implementation of a VAE encoder. We use a neural network to take the
image x and estimate the mean µφ and variance σ2

φ of the Gaussian distribution.
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We can calculate the expectation and covariance of x:

E[z] = E[µ+ Σ
1
2 ε] = µ+ Σ

1
2 E[ε]︸︷︷︸

=0

= µ,

Cov(z) = E[(z− µ)(z− µ)T ] = E
[
Σ

1
2 εεT (Σ

1
2 )T
]

= Σ
1
2 E[εεT ]︸ ︷︷ ︸

=I

(Σ
1
2 )T = Σ.

Therefore, for diagonal matrices Σ = σ2I, the above is reduced to

z = µ+ σε, where ε ∼ N (0, I). (1.24)

Given the VAE encoder structure and qφ(z|x), we can go back to
ELBO. Recall that ELBO consists of the prior matching term and the
reconstruction term. The prior matching term is measured in terms of the
KL divergence DKL (qφ(z|x)‖p(z)). Let’s evaluate this KL divergence.

To evaluate the KL divergence, we (re)use a result which we sum-
marize below:

Theorem 1.3 (KL-Divergence of Two Gaussian). The KL diver-
gence for two d-dimensional Gaussian distributions N (µ0,Σ0) and
N (µ1,Σ1) is

DKL
(
N (µ0,Σ0) ‖ N (µ1,Σ1)

)
= 1

2
(
Tr(Σ−1

1 Σ0)− d+ (µ1 − µ0)TΣ−1
1 (µ1 − µ0)

quad+ log detΣ1
detΣ0

)
. (1.25)

Substituting our distributions by considering

µ0 = µφ(x), Σ0 = σ2
φ(x)I

µ1 = 0, Σ1 = I,

we can show that the KL divergence has an analytic expression

DKL
(
qφ(z|x) ‖ p(z)

)
= 1

2
(
σ2
φ(x)d− d+ ‖µφ(x)‖2 − 2d log σφ(x)

)
,

(1.26)
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where d is the dimension of the vector z. The gradient of the KL-
divergence with respect to φ does not have a closed form but they can
be calculated numerically:

∇φDKL
(
qφ(z|x) ‖ p(z)

)
= 1

2∇φ
(
σ2
φ(x)d−d+‖µφ(x)‖2−2d log σφ(x)

)
.

(1.27)
The gradient with respect to θ is zero because there is nothing dependent
on θ.

VAE Decoder. The decoder is implemented through a neural
network. For notation simplicity, let’s define it as DecoderNetworkθ(·)
where θ denotes the network parameters. The job of the decoder network
is to take a latent variable z and generate an image fθ(z):

fθ(z) = DecoderNetworkθ(z). (1.28)

The distribution pθ(x|z) can be defined as

pθ(x|z) = N (x | fθ(z), σ2
decI), for some hyperparameter σdec.

(1.29)
The interpretation of pθ(x|z) is that we estimate fθ(z) through a network
and put it as the mean of the Gaussian. If we draw a sample x from
pθ(x|z), then by the reparameterization trick we can write the generated
image x̂ as

x̂ = fθ(z) + σdecε, ε ∼ N (0, I).
Moreover, if we take the log of the likelihood, we can show that

log pθ(x|z) = logN (x | fθ(z), σ2
decI)

= log 1√
(2πσ2

dec)d
exp

{
−‖x− fθ(z)‖2

2σ2
dec

}

= −‖x− fθ(z)‖2

2σ2
dec

− log
√

(2πσ2
dec)d︸ ︷︷ ︸

independent of θ so we can drop it

. (1.30)

Going back to ELBO, we want to compute Eqφ(z|x)[log pθ(x|z)]. If
we straightly calculate the expectation, we will need to compute an
integration

Eqφ(z|x)[log pθ(x|z)]=
∫

log
[
N (x | fθ(z), σ2

decI)
]
· N (z | µφ(x), σ2

φ(x))dz
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=−
∫ ‖x− fθ(z)‖2

2σ2
dec

· N
(
z
∣∣∣ µφ(x), σ2

φ(x)
)
dz + C,

where the constant C coming out of the log of the Gaussian can be
dropped. By using the reparameterization trick, we write z = µφ(x) +
σφ(x)ε and substitute it into the above equation. This will give us2

Eqφ(z|x)[log pθ(x|z)] = −
∫ ‖x− fθ(z)‖2

2σ2
dec

· N
(
z
∣∣∣ µφ(x), σ2

φ(x)
)
dz

≈ − 1
M

M∑
m=1

‖x− fθ(z(m))‖2

2σ2
dec

(1.31)

= − 1
M

M∑
m=1

‖x− fθ
(
µφ(x) + σφ(x)ε(m)

)
‖2

2σ2
dec

.

The approximation above is due to Monte Carlo where the random-
ness is based on the sampling of the ε ∼ N (ε | 0, I). The index M

specifies the number of Monte Carlo samples we want to use to approx-
imate the expectation. Note that the input image x is fixed because
Eqφ(z|x)[log pθ(x|z)] is a function of x.

The gradient of Eqφ(z|x)[log pθ(x|z)] with respect to θ is relatively
easy to compute. Since only fθ depends on θ, we can do automatic
differentiation. The gradient with respect to φ is slightly harder, but
it is still computable because we use chain rule and go into µφ(x) and
φφ(x).

Inspecting Equation (1.31), we notice one interesting thing that the
loss function is simply the `2 norm between the reconstructed image
fθ(z) and the ground truth image x. This means that if we have the
generated image fθ(z), we can do a direct comparison with the ground
truth x via the usual `2 loss as illustrated in Figure 1.6.

Training the VAE. Given a training dataset X = {(x(`))}L`=1
of clean images, the training objective of VAE is to maximize the
ELBO

argmax
θ,φ

∑
x∈X

ELBOφ,θ(x),

2The negative sign here is not a mistake. We want to maximize
Eqφ(z|x)[log pθ(x|z)], which is equivalent to minimize the negative of the `2 norm.
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Figure 1.6: Implementation of a VAE decoder. We use a neural network to take
the latent vector z and generate an image fθ(z). The log likelihood will give us a
quadratic equation if we assume a Gaussian distribution.

where the summation is taken with respect to the entire training dataset.
The individual ELBO is based on the sum of the terms we derived
above

ELBOφ,θ(x) = Eqφ(z|x)[log pθ(x|z)]− DKL
(
qφ(z|x) ‖ p(z)

)
. (1.32)

Here, the reconstruction term is:

Eqφ(z|x)[log pθ(x|z)] ≈ − 1
M

M∑
m=1

‖x− fθ
(
µφ(x) + σφ(x)ε(m)

)
‖2

2σ2
dec

,

(1.33)

whereas the prior matching term is

DKL
(
qφ(z|x) ‖ p(z)

)
= 1

2
(
σ2
φ(x)d− d+ ‖µφ(x)‖2 − 2d log σφ(x)

)
.

(1.34)

To optimize for θ and φ, we can run stochastic gradient descent. The
gradients can be taken based on the tensor graphs of the neural net-
works. On computers, this is done automatically by the automatic
differentiation.

Let’s summarize these.

Theorem 1.4 (VAE Training). To train an VAE, we need to solve
the optimization problem

argmax
θ,φ

∑
x∈X

ELBOφ,θ(x),
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where

ELBOφ,θ(x) = − 1
M

M∑
m=1

‖x− fθ
(
µφ(x) + σφ(x)ε(m)

)
‖2

2σ2
dec

+ 1
2
(
σ2
φ(x)d− d+ ‖µφ(x)‖2 − 2d log σφ(x)

)
.

(1.35)

Figure 1.7: Using VAE to generate image is as simple as sending a latent noise
code z through the decoder.

VAE Inference. The inference of an VAE is relatively simple. Once
the VAE is trained, we can drop the encoder and only keep the decoder,
as shown in Figure 1.7. To generate a new image from the model, we
pick a random latent vector z ∈ Rd. By sending this z through the
decoder fθ, we will be able to generate a new image x̂ = fθ(z).

1.4 Concluding Remark

For readers who are looking for additional references, we highly rec-
ommend the tutorial by Kingma and Welling [23] which is based on
their original VAE paper [24]. A shorter tutorial by Doersch et al. [12]
can also be helpful. [23] includes a long list of good papers including a
paper by Rezende and Mohamed [32] on normalizing flow which was
published around the same time as Kingma and Welling’s VAE paper.

VAE has many linkages to the classical variational inference and
graphical models [45]. VAE is also relevant to the generative adversarial
networks (GAN) by Goodfellow et al. [15]. Kingma and Welling com-
mented in [23] that VAE and GAN have complementary properties;
while GAN produces better perceptual quality images, there is a weaker
linkage with the data likelihood. VAE can meet the data likelihood
criterion better but the samples are at times not perceptually as good.
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