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Abstract

In this survey, we evaluate estimators by comparing their asymptotic

variances. The role of the efficiency bound, in this context, is to give a

lower bound to the asymptotic variance of an estimator. An estimator

with asymptotic variance equal to the efficiency bound can therefore

be said to be asymptotically efficient. These bounds are also useful for

understanding how the features of a given model affect the accuracy of

parameter estimation.
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1

Introduction

In order to determine whether a finite dimensional parameter in a semi-

parametric model has been efficiently estimated by a n1/2-consistent

estimator, where n denotes the sample size, one compares the asymp-

totic variance of the estimator with a benchmark variance. This bench-

mark variance, referred to as the efficiency bound, is a lower bound for

the asymptotic variance of a large class of n1/2-consistent estimators

under certain regularity conditions. The aforementioned estimator is

therefore said to be asymptotically efficient if its asymptotic variance

equals the efficiency bound; otherwise, it is said to be asymptotically

inefficient.

Apart from their obvious use in recognizing efficient estimators,

another useful feature of calculating the efficiency bounds is that in

many cases the calculation process is constructive enough to help

construct asymptotically efficient estimators. Semiparametric models

may also depend upon infinite dimensional parameters, for example,

densities, conditional expectations, or other unknown functional

forms, that can only be estimated at rates slower than the n1/2-rate.

1
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2 Introduction

However, certain features of these unknown functions, for example,

their linear functionals, can often be estimated by n1/2-consistent

estimators. Knowledge of efficiency bounds for estimating linear func-

tionals of unknown functions allow us to measure the relative difficulty

in estimating different features of these functions, thus revealing what

may be learned from the data about the functions themselves. This is

especially useful for the so called “ill-posed” models that have lately

attracted much attention in microeconometrics, where the unknown

function(s) take on endogenous arguments.

Due to the many and varied uses of efficiency bounds, it is not

surprising that there is a vast literature in econometrics and statis-

tics on calculating them. In this survey, we review some of this litera-

ture in a unified manner using the approach of Severini and Tripathi

(2001). The review presented here is based on several references. For

instance, Wong (1992) gives a detailed account of efficiency bounds

in parametric models by connecting the seminal contributions made by

Fisher (1925), LeCam (1953), Bahadur (1964), and Hájek (1970). Semi-

parametric efficiency bounds were introduced by Stein (1956), and dis-

cussed in papers by, among others, Levit (1974, 1975), Koshevnik and

Levit (1976), Begun et al. (1983), Chamberlain (1986, 1987, 1992a,b),

Cosslett (1987), van der Vaart (1989, 1991), Newey (1990c), Ai and

Chen (2012), and the references therein. Book-length treatments of

these topics can be found in Ibragimov and Has’minskii (1981), Pfan-

zagl and Wefelmeyer (1982), van der Vaart (1988, 1998), Groeneboom

and Wellner (1992), and Bickel et al. (1993). Additional references will

be given as the survey progresses.

Given our research interests, we confine ourselves to surveying the

efficiency bounds literature for microeconometric models. Efficiency

bounds can be calculated for time-series models as well, cf., for exam-

ple, Hansen et al. (1988), but will not be covered by this survey. For the

most part, we will restrict ourselves to the case where observed data

is collected by random sampling, although we also look at efficiency

bound calculations for some models that are estimated using stratified

samples. The latter requires additional care because, depending on the

nature of the sampling scheme, the observations may be independently

but not identically distributed (i.n.i.d.).

Full text available at: http://dx.doi.org/10.1561/0800000019



3

The topics covered and the extent of details provided in this sur-

vey are highly idiosyncratic. Although we have tried to be relatively

broad in our coverage, we have given the most detailed treatment only

for those models we have investigated in our research. Indeed, much

of the material in this survey is from our own papers, although we

have tried to revise earlier treatment and add extra material in the

form of additional explanation or examples whenever we could. For

instance, Sections 3, 4, 5, 6, 7, 10 are drawn from Severini and Tripathi

(2001), Section 8.3 from Tripathi (2000), Sections 14.1 and 14.2 from

Tripathi (2011a,b), Section 15.2.1 from Devereux and Tripathi (2009),

and Section 16 from Severini and Tripathi (2012a). We focus only on

efficiency bound calculations. Construction of efficient estimators, the

main reason why these bounds are calculated, is not touched upon in

this survey although we do try and provide some selective references

to this literature whenever possible.

The following notation is used throughout the survey. Additional

notation will be introduced when required. By “vector,” we mean a col-

umn vector. Given a set A, we use A to denote its indicator function.

When thought of as an event, the indicator of A is written as (A). The

symbols Ā and cl(A) both denote the closure of A in some norm topol-

ogy made explicit in the context. The set of real-valued functions on Rd

which are square integrable with respect to the Lebesgue measure on Rd

is denoted by L2(Rd;Lebd), where Lebd is the Lebesgue measure on Rd.
The Lebesgue measure on R is simply Leb := Leb1. Similarly, L2(Z;PZ)

is the set of real-valued functions of a random variable (or random vec-

tor) Z that are square-integrable with respect to PZ , the distribution of

Z. When there is no ambiguity regarding the probability distribution,

L2(Z;PZ) is written simply as L2(Z;P ) or even L2(Z). The support of

Z is denoted by supp(Z). The operator PA denotes orthogonal pro-

jection onto A ⊂ L2(Z;P ) using the inner product 〈a,b〉P := EP [ab],

where EP indicates that expectation is with respect to the probability

measure P . Similarly, PA⊥ := I −PA denotes orthogonal projection

onto A⊥, the orthogonal complement of A, where I is the identity oper-

ator. The inner product 〈·, ·〉P induces the P -norm ‖ · ‖2,P := 〈·, ·〉1/2P .
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The euclidean norm of a matrix M is ‖M‖ :=
√

trace(M ′M). If D is an

operator, for example, a matrix, then its domain, range, and null space

are D(D), R(D), and N(D), respectively. Functional notation, where

arguments taken by functions are suppressed, is used extensively when-

ever there is no danger of confusion.
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Hájek, J. (1970), ‘A characterization of limiting distributions of regular

estimates’. Zeitschrift für Wahrscheinlichkeitstheorie und verwandte

Gebiete 14, 323–330.

Hajivassiliou, V. A. and P. A. Ruud (1994), ‘Classical estimation meth-

ods for LDV models using simulation’. In: R. F. Engle and D. L.

McFadden (eds.): Handbook of Econometrics, vol. IV. The Nether-

lands: Elsevier Science B.V., pp. 2383–2441.

Hall, P. and J. L. Horowitz (1996), ‘Bootstrap critical values for tests

based on generalized method of moments estimators’. Econometrica

64, 891–916.

Hall, P. and J. L. Horowitz (2005), ‘Nonparametric methods for infer-

ence in the presence of instrumental variables’. Annals of Statisics

33, 2904–2929.

Hansen, L. P. (1982), ‘Large sample properties of generalized methods

of moments estimators’. Econometrica 50, 1029–1054.

Hansen, L. P., J. C. Heaton, and M. Ogaki (1988), ‘Efficiency bounds

implied by multiperiod conditional moment restrictions’. Journal of

the American Statistical Association 83, 863–871.
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