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Abstract

Technology scaling has resulted in an increasing magnitude of and

sensitivity to manufacturing process variations. This has led to the

adoption of statistical design methodologies as opposed to conventional

static design techniques. At the same time, increasing design complex-

ity has motivated a shift toward higher levels of design abstraction, i.e.,

micro-architecture and system level design. In this survey, we highlight

emerging statistical design techniques targeted toward the analysis and

mitigation of process variation at the system level design abstraction,

for both conventional planar and emerging 3D integrated circuits. The

topics covered include variability macro-modeling for logic modules,

system level variability analysis for multi-core systems, and system

level variability mitigation techniques. We conclude with some pointers

toward future research directions.
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1

Introduction

The relentless scaling of transistor dimensions in every technology

generation has enabled unprecedented levels of on-chip integration.

Increased integration density reduces the cost per transistor and

enables greater functionality to be packed within the same silicon area.

At the same time, transistor scaling also results in lower switching

energy per transistor and reduced intrinsic delay.

However, the benefits of transistor scaling are accompanied by a

number emerging challenges. One of the most important challenges

that accompanies transistor scaling is the problem of manufacturing

process variations, referred to simply as process variations in the rest

of this survey. In the broadest sense, process variations refer to the mis-

match between a transistor’s physical and electrical parameters after

manufacturing on the one hand, and the parameters specified by the

designer on the other. Since smaller transistors are more difficult to

manufacture precisely, the magnitude of process variations has been

increasing with technology scaling [10].

At the full chip level, process variations result in a discrepancy

between the power and performance of the fabricated integrated cir-

cuits (IC) and the power and performance desired by the designer.

1
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2 Introduction

In fact, each fabricated chip has a different power and performance

profile compared to every other chip, although these should ideally be

identical. Process variations can be addressed using conservative design

techniques, i.e., designing for the worst case impact of process varia-

tions. However, as the magnitude of process variation increases, conser-

vative design techniques become increasingly pessimistic and result in

increased power dissipation and reduced performance. An alternative

approach is to ignore process variations altogether and optimize the

design assuming the nominal process parameters. Unfortunately, this

approach can result in significant yield loss, where yield is defined as

the percentage of chips that meet the desired power and performance

specifications.

Mindful of the increasing impact of process variations, semiconduc-

tor IC designers have recently embraced statistical design techniques

as an alternative to traditional conservative design techniques. This

approach models process parameters as random variables with known

probability density functions (pdf ) instead of modeling them as deter-

ministic values. Given the distributions of process parameters, designers

can then perform both statistical analysis, i.e., determine the distri-

bution of important metrics such as the chip’s clock frequency and

power distribution, and statistical optimization, i.e., optimizing for

yield instead of optimizing for nominal values.

Another important trend emerging with technology scaling is an

increasing emphasis on design at higher levels of abstraction, i.e., view-

ing an IC at the abstraction of logic modules, processing cores and

memory arrays as opposed to the transistor or gate level abstraction.

This is commonly referred to as system-level design [59]. The basic

building block in a system-level design flow is a module that could rep-

resent, for example, intellectual property (IP) purchased from a vendor

or developed in-house, a processing core or its sub-components, an on-

chip memory, and on-chip communication routers or buses, to name

a few.

This design methodology has a number of advantages: (i) it allows

designers to view a system as a relatively small number of interacting

modules (compared to the number of transistors or gates on the dice)

thereby greatly simplifying the design process; (ii) the designer typically

Full text available at: http://dx.doi.org/10.1561/1000000031



3

has a more intuitive understanding of how the functionality and inter-

action between these modules affects the functionality and performance

of the entire system; and (iii) design re-use at the system-level is partic-

ularly beneficial because re-using a module implies significant savings

in design effort.

Statistical design techniques have conventionally been deployed at

the transistor-level and gate-level abstraction. For example, gate-level

statistical static timing analysis (SSTA) has begun to replace static

timing analysis in industrial design flows [1, 14, 15]. However, with the

increasing emphasis on system-level design, it has become important to

migrate statistical analysis and optimization techniques toward higher

levels of design abstraction. The challenges in doing so can be broadly

categorized as:

(1) Macro-modeling. The challenge is to develop parameterized

macro-models that can be used to determine the distribution

of clock frequency and power consumption of a module as a

function of process variation and micro-architectural param-

eters. This would enable designers to ascertain, for exam-

ple, what happens to the distribution of critical path delay

(or clock frequency) if the magnitude of process variations

increases or decreases or if the micro-architectural parame-

ters of the module are changed.

(2) Compositional Analysis. The challenge is to develop tech-

niques that allow designers to predict the distribution of

system performance and power that would result from a

composition of modules, given that the distribution of clock

frequency and power consumption for each module is given.

This is particularly useful in the context of emerging multi-

core and many-core systems since it would allow designers to

determine the performance and power characteristics of the

entire system under process variations, given the character-

istics of each core.

(3) Optimization. The challenge is to determine the best design

time and run time decisions that maximize the system

yield in the presence of process variations. At the system

Full text available at: http://dx.doi.org/10.1561/1000000031



4 Introduction

level, these decisions can include which modules to use in

the system (design time), the partitioning the system into

voltage/frequency islands (design time), or variation-aware

dynamic power management (run time).

The goal of this survey is to provide the reader with an introduction

to recently proposed techniques that address one or more of the chal-

lenges highlighted above. Contemporary system-level design practices

encompass a wide range of product categories from general purpose

computing to application specific ICs (ASIC) and multi-processor

systems-on-chip (MPSoC). While the design flow, performance met-

rics and optimization objectives in each domain can be different,

we will attempt to provide the reader with a broad sampling of

variation-aware, system-level techniques from all three domains.

We begin with a primer on process variations focusing on the impor-

tant variability sources, variability models, and some mathematical

preliminaries.

1.1 A Primer on Process Variations

1.1.1 Process Variation Sources

Process variations impact, to various degrees, all parameters of the

manufacturing process through two primary mechanisms. Systematic

variations refer to variation sources where the discrepancy between

the desired process parameters and their realizations can, in theory, be

predicted using physics based models, although in practice these models

may be too complex or poorly understood. For example, detailed optical

models of the lithographic process can predict precisely how a desired

shape will print after lithography, but running full-fidelity optical sim-

ulations for an entire mask can be too time consuming [83]. On the

other hand, random variations arise from sources that are inherently

unpredictable and cannot be modeled at design time. Random varia-

tion sources include, for example, variations in the number of dopant

atoms implanted in the channel of a transistor.

The critical difference between systematic and random variations

is that systematic variations are repeatable, while random variations

Full text available at: http://dx.doi.org/10.1561/1000000031



1.1 A Primer on Process Variations 5

are not. In other words, if systematic variations were the only variation

source, each manufactured chip would be identical although they would

all be different from the designer’s intent. On the other hand, random

variations result in differences from one chip to another. This survey

focuses primarily on random and not systematic variations.

As mentioned before, all parameters of the manufacturing pro-

cess are subject to variations, but we highlight here the impact of

process variations on the three most important parameters that have

the greatest impact on CMOS transistor power and performance [87].

(1) Gate Length Variations. The transistor gate length1 (Lg)

is typically the smallest feature that can be printed in a

given technology node and is therefore the most suscepti-

ble to process variations. The gate length of a transistor is

impacted by both systematic variations from the lithographic

process and random variations that include line-edge rough-

ness (LER) [33]. In addition, systematic variations at the

wafer scale, for example from lens defocus, can be modeled

as random variations on a per-die basis. This will be made

clearer shortly.

(2) Oxide Thickness Variations. The height of the gate oxide

plays a critical role in determining the gate capacitance and

therefore the power and performance of a CMOS transis-

tor. Gate oxide thickness is relatively well controlled across

a wafer, but exhibits wafer to wafer variations. Again, at the

level of a single die, these can be viewed as random variations.

(3) Threshold Voltage Variations. The threshold voltage (Vth) of

a transistor is a function of a number of physical process

parameters including the gate length, Lg, the oxide thick-

ness, Tox, and the channel doping, nch. Gate length and oxide

thickness variations therefore also result in threshold voltage

variations. In addition, the channel doping, which is essen-

tially related to the number and distribution of dopant atoms

1Technically, the process parameter of interest is the effective gate length which is typically

smaller than the drawn gate length because of source and drain overlaps. The term gate
length in this survey refers to effective gate length.

Full text available at: http://dx.doi.org/10.1561/1000000031



6 Introduction

in the channel of a transistor, is subject to random variations

because of the inherent randomness of the dopant diffusion

process.

It is to be noted that the process parameters of a chip also

change with time, i.e., in the field, through various aging mechanisms.

Although these time-dependent changes in process parameters can also

be interpreted as process variations, in this survey we only address

variations that arise from the manufacturing process.

1.1.2 Process Variation Models

The first step in enabling statistical analysis and optimization method-

ologies is to mathematically model process variations as random

variables — in other words, each process parameter for every transistor

on the chip is written as a random variable instead of as a deterministic

value. The impact of process variations on each transistor can then be

thought of as the sum of two constituent components:

(1) Die-to-Die (D2D) Variations. D2D variations impact each

transistor on a die in the same way but affect different dice

differently.

(2) Within-die (WID) Variations. WID variations impact each

transistor on a die differently.

For the sake of clarity, we note that different terminology is used for the

two variation components in the analog circuit design community. D2D

variations are referred to as simply process variations, and within-die

variations are referred to as mismatch. Nonetheless, in this survey, we

will consistently use the terms D2D and WID variations.

Figure 1.1 shows a color coded map of process variations, in this case

the critical dimension, at discrete points on a semiconductor wafer [32].

The dark black lines represent the boundaries of the dice that the wafer

is split up into. It is clear from the picture that no two dice are identical

and that there are significant variations within a given die. Figure 1.1

also illustrates how process variations for a single die can be modeled

as the sum of D2D and WID variations.

Full text available at: http://dx.doi.org/10.1561/1000000031



1.1 A Primer on Process Variations 7

Fig. 1.1 Wafer map of critical dimension variations [32] and decomposition of the variations

on a single die into its die-to-die and within-die components.

Mathematically, let Lig be a random variable that represents the

gate length of the ith transistor on the die. We can write this random

variable as:

Lig = Lig,nom + ∆Lg,D2D + ∆Lig,WID (1.1)

In this equation, Lig,nom is a deterministic number that represents

the nominal value of gate length, ∆Lg,D2D is a zero mean random vari-

able that represents the impact of D2D variations on gate length, and

∆Lig,WID is a zero mean random variable that represents the impact of

WID variations on gate length. Note that while ∆Lig,WID is unique to

each transistor, ∆Lg,D2D is shared across transistors.

The D2D and WID random variables are typically assumed to have

a Gaussian distribution. In particular

∆Lig,D2D ∼ N(0,σD2D)

and

∆Lig,WID ∼ N(0,σWID)

In these equations σD2D and σWID are the standard deviations of

process variation for D2D and WID variations, respectively, and are

typically specified by the foundry in its process models.

As a final note, the WID process variations might be spatially cor-

related. In other words, the random variables ∆Lig,WID and ∆Ljg,WID

Full text available at: http://dx.doi.org/10.1561/1000000031



8 Introduction

for two transistors i and j on the same die can be correlated with each

other. The stregth of the correlation is quantified by the correlation

co-efficient, ρij , which is defined as:

ρij =

√
E(∆Lig,WID × ∆Ljg,WID)

σWID

In this equation, E(.) refers to the expectation of a random variable.

The value of ρij is dictated by the distance d(i, j) between the two

transistors — transistors that are closer together tend to be more cor-

related than transistors that are further apart. A number of spatial

correlation models have been proposed in literature based on fitting

empirically observed data [32, 91, 108]. Xiong et al. [108] have shown

that the following model is mathematically consistent:

ρij = e−b×d(i,j),

where b is an empirically determined scalar constant. This model

posits that correlation between the WID process parameters of any

two transistors on a die decreases exponentially with increasing dis-

tance between transistors. The spatial correlation model can be used

to generate representative die maps of process variation, similar to the

empirically measured map shown in Figure 1.1, which can then be used

as an input to statistical analysis and optimization procedures. As an

example, Figure 1.2 shows process variation maps for dice with vary-

ing strength of spatial correlations, i.e., with b = 100 (low correlations),

b = 10 (medium correlations), and b = 1 (high correlations).

Fig. 1.2 Process variation maps with different values of parameter b.

Full text available at: http://dx.doi.org/10.1561/1000000031



1.1 A Primer on Process Variations 9

1.1.3 Process Variation Impact

Having explained how process variations are modeled at the transistor

level, we are now in a position to understand the impact of process

variations at the gate and circuit levels. At the gate level, process vari-

ations impact both the gate delay and the leakage power dissipation of

the gate. For the rest of this discussion, we will assume that all transis-

tors in a gate are equally affected by process variations, and that the

impact is captured by a single processor parameter pi for the ith gate.

The process parameter pi can represent either gate length, threshold

voltage, or oxide thickness.

The delay of gate i, di, is a nonlinear function of process parameters

but can be linearized with respect to the process parameter as follows:

di ≈ dinom +
∂di

∂pi

∣∣∣∣
dinom

pi

This linear relationship implies that if, for example, the 3σ value of

the process parameter is 30% of its nominal value, the 3σ of gate delay

will also be 30% of its nominal value. The linear approximation is rea-

sonably accurate because, unless the supply voltage is set to near or

sub-threshold voltage values, the gate delay is only a weakly nonlinear

function of process parameters.

The leakage power dissipation of a gate is, unlike gate delay, a

strongly nonlinear function of process parameters. In fact, the leak-

age power dissipation can be modeled as an exponential function of the

gate length, threshold voltage and oxide thickness. Therefore, a linear

approximation is not appropriate for leakage power dissipation. The

leakage power of gate i can be expressed as

IiLeak ∝ eα
ipi ,

where αi is a constant fitting parameter. Since random variable pi is

normally distributed, the distribution of IiLeak is log-normal [66].

From a full chip perspective, variations in the delay of each gate

result in variations in the maximum critical path delay of the circuit,

i.e., the worst case delay from any flip–flop output to any flip–flop

input, including set-up and hold times. The maximum critical path

Full text available at: http://dx.doi.org/10.1561/1000000031
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Fig. 1.3 Scatter plot of leakage power dissipation versus maximum critical path delay.

delay determines the maximum operating frequency of the circuit. This

results in variations in the clock frequency of a circuit under the impact

of process variations. At the same time, the peak power dissipation of

the full chip can be computed by summing up the power dissipation of

each gate. Since the leakage component of gate level power dissipation

varies with process variations, so does the full chip power dissipation.

We note that the impact of process variations on the full-chip dynamic

power dissipation is, comparatively, negligible [96].

Figure 1.3 shows a scatter plot for the measured leakage power

dissipation and maximum critical path delay for an industrial test chip

manufactured in a relatively mature 0.13 µm process.2 As expected,

the variations in leakage power dissipation have a much wider spread

than the variations in critical path delay because of the exponential

dependence of leakage power on process parameters.

1.2 System Level Design Space

System level design techniques encompass a wide range of comput-

ing platforms across application domains — from general purpose chip

2Due to contractual reasons, more details about the test chip are not provided here.
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1.2 System Level Design Space 11

multi-processors (CMP) to multi-processor systems-on-chip (MPSoC)

and application specific integrated circuits (ASIC). To help understand

how process variation aware statistical analysis and design techniques

fit within a system level design framework, we now briefly discuss each

of the three application domains.

1.2.1 General Purpose Chip Multi-Processors

General purpose CMPs represent the work horses of modern day com-

puting infrastructure. A CMP consists of multiple, typically identical,

processors that support a specific instruction set architecture (ISA).

Processors consist of a pipeline of components that fetch, decode,

execute, and commit instructions in program order. Instructions and

data are fetched from an off-chip main memory and cached in on-chip

static random access memory (SRAM) arrays called caches. The pro-

cessing cores communicate using an on-chip interconnect, for example,

a bus or a network-on-chip (NoC).

System-level design of a CMP typically encompasses both design-

time and run-time optimizations. These include:

(1) Design-time decisions consist of determining the number of

cores, the cache capacity and the micro-architectural param-

eters of each core. These include issue width, pipeline depth,

dispatch policy (in-order versus out-of-order), issue queue

size, branch predictor size, etc. The most important opti-

mization metrics are the execution latency of benchmark

programs, peak power consumption and peak temperature.

These metrics are typically computed via cycle-accurate

simulations.

(2) Run-time policies try to maximize performance within a

power budget or meet performance requirement while min-

imizing power and energy consumption. The most effective

knobs to control power and performance are, in fact, system

level knobs like the voltage and frequency at which cores

operate and additional power states like sleep and idle modes.

For CMPs, these policies are typically best-effort, i.e., for

Full text available at: http://dx.doi.org/10.1561/1000000031



12 Introduction

complexity reasons, they do not provide any guarantees other

than attempting to reach the specified power/performance

goals.

1.2.2 Multi-Processor Systems-on-Chip

MPSoCs are typically more specialized than CMPs and are targeted

toward a specific application or set of applications that are known

in advance. Important application domains include entertainment, for

example, set-top boxes and automotive electronics. Since the applica-

tions are known and characterized at design time, the system hardware

can be tailored and optimized for this set of applications. MPSoCs

typically feature both greater parallelism and greater heterogeneity in

terms of available on-chip hardware resources than CMPs. The steps

in the system-level design of an MPSoC include:

(1) Design-time decisions include platform synthesis, i.e., deter-

mining the type and number or cores, memories and com-

munication resources on the chip, application mapping and

scheduling on the available hardware resources and, in some

cases, direct synthesis of critical applications to hardware.

(2) Run-time knobs are similar to those available for CMPs, but

the policies are geared toward providing run-time guarantees

as opposed to best effort. This is particularly true for real-

time applications with hard or soft deadline constraints.

1.2.3 Application Specific Integrated Circuits

ASICs refer to dedicated hardware logic that is synthesized for a spe-

cific task or applications. Compared to CMPs and MPSoCs, ASICs are

the most power efficient but also the least re-configurable. ASICs have

conventionally designed with the aid of low-level hardware description

languages such as Verilog or VHDL. However, to address increasing

design complexity, there has been a move toward direct synthesis from

higher levels language, for example C/C++. This is referred to as high-

level synthesis (HLS). HLS begins with extracting a task graph from

Full text available at: http://dx.doi.org/10.1561/1000000031



1.3 Survey Overview 13

the high-level code and then mapping each task in the graph to an avail-

able logic module from a library of modules, for example, comparators,

adders, multipliers, and so on. Optimization metrics include latency,

throughput, power dissipation and energy consumption and optimiza-

tion is primarily focused on design time decisions. The HLS flow can

be used to either synthesize stand-alone ASICs or to synthesize custom

logic for use as a hardware accelerator in an MPSoC or even a CMP.

1.3 Survey Overview

In this survey, we have chosen highlight how the impact of process vari-

ations can be modeled and mitigated at the system level by making use

of specific and detailed examples in each section, followed by a survey of

related techniques and the existing state-of-the-art. Given the focus on

emerging techniques in design automation, we address both planar ICs

and emerging 3D IC technology for which there is an increasing body

of work on system level variability modeling and mitigation. We begin

by discussing process variation macro-models for single logic blocks or

modules in Section 2. Section 3 discusses compositional variability anal-

ysis for multi-core systems, i.e., when the modules characterized in Sec-

tion 2 are composed into full systems. Section 4 discusses system level

variability mitigation techniques that are deployed post-fabrication or

at run-time. We conclude with pointers to future research directions in

Section 5.
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