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Abstract

As the automotive industry is entering the smart era through advances
in sensing, computation, storage, communication, and actuation tech-
nologies, a larger number of more complex control applications with
better performances are expected to be on board. This requires an im-
plementation platform with abundant resources, which is undesired in
the cost-sensitive automotive domain. The implementation platform,
often embedded in an Electronic Control Unit (ECU) and shared by
multiple applications to save cost, is mainly comprised of a processor
for computation, memory for storing instructions and data, and bus
for internal and external communication. Conventionally, automotive
control systems are designed using model-based approaches, where the
details of the implementation platform are ignored. Techniques that
integrate the characteristics of implementation resources into control
algorithms design are largely missing. Such a separate design paradigm
is too conservative in resources dimensioning and utilization for modern
vehicles. This article presents recently developed approaches in auto-
motive control systems design that take implementation resources into
consideration, aiming to improve the control performances for a given
amount of resources, or equivalently, realize the required control perfor-
mances with fewer resources. While communication resources have been
extensively explored in the literature of networked embedded control
systems, we will focus on memory and computation resources, which
have started to receive attention from the academic community and
industry just recently. As Electric Vehicles (EVs) have become a new
trend in the automotive industry, energy resources of EVs, i.e., the
batteries, are also investigated. A number of real-world applications
validate the resource-aware automotive systems design techniques pre-
sented in this article.

W. Chang and S. Chakraborty. Resource-aware Automotive Control Systems
Design: A Cyber-Physical Systems Approach. Foundations and TrendsR© in
Electronic Design Automation, vol. 10, no. 4, pp. 249–369, 2016.
DOI: 10.1561/1000000045.
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1
Introduction

Performance and reliability of automobiles are influenced by feedback
control applications implemented on board. At the inception of the
first horseless carriage, some form of control was already applied to
motor vehicles. Engine idle speed control, which can be found in every
modern vehicle powered by an internal combustion engine (ICE), traces
back to the Watt’s governor in 1769. This device marking the origin of
both feedback control and the industrial revolution can be viewed as a
mechanical idle speed feedback controller for a steam engine Brennan
et al. [2007].

Over the last century, control has been applied to almost every
aspect of vehicle operation, from engine to drivetrain, from steering
to braking. Applications including anti-lock braking system (ABS),
traction control, electronic stability control (ESC), and active safety
systems have decreased the number and severity of accidents. With ad-
vances in sensing, computation, storage, communication, and actuation
technologies, more complex automotive control applications targeting
better performances have emerged. In the combustion engine control,
homogeneous charge compression ignition has been developed to reduce
NOx emission Chiang et al. [2007], Ortner and del Re [2007]. In the

2
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1.1. Motivation 3

powertrain control, a design for Six Sigma (DFSS) analysis approach
is used to determine automatic transmission gear content, aiming at
fuel consumption minimization for various powertrain systems Robi-
nette [2014]. A unified chassis control strategy integrating active front
steering (AFS) and ESC is proposed in Cho et al. [2012] to improve
agility, maneuverability, and vehicle lateral stability.

Along the direction of autonomous driving, which can be classified
into five levels1, new control applications have debuted in the modern
premium cars. Nowadays, most vehicles with autonomous features in
the market fall into Level 1 or 2. For instance, adaptive cruise control
(ACC) enables the driver to cede limited authority over a primary
control. Lane keeping automatically assumes limited authority over a
primary control. Dynamic brake support provides added control to aid
the driver in emergencies. Other emerging control applications include
automated parking Müller et al. [2007], path tracking Snider [2009],
obstacle avoidance Villagra et al. [2007], and vehicle control at friction
limits Kritayakirana [2012].

One key future research direction for autonomous vehicles is to
develop safe software. A guarantee on the vehicle behavior is highly
desirable. One way is to ensure that all the executables will gener-
ate correct results within a certain period of time. The other way is,
when some programs fail, the controller is still able to maintain safe
operations of the vehicle. This requires researchers and engineers to
consider the interaction between control algorithms and the embedded
implementation platform.

1.1 Motivation

In the automotive Electrical/Electronic (E/E) architecture as shown
in Figure 1.1, control applications are implemented on a platform em-
bedded in an electronic control unit (ECU). ECUs are connected to
physical plants under control (e.g., the engine, the motor, brakes, and

1Level 0: no automation; Level 1: function-specific automation; Level 2:
combined-function automation; Level 3: limited self-driving automation; Level 4:
full self-driving automation National Highway Traffic Safety Administration [2013]
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4 Introduction

Engine/Motor  
Control ECU 

Brake Control ECU 

Steering Control ECU 

Figure 1.1: Backbone of automotive E/E architecture

the steering wheel) via the communication bus. A feedback control loop
has three operations:

• Measurement: Sensors measure the states of the physical
plants. This is also called sampling.

• Computation: Taking the data from sensors, control programs
are executed and compute the control input.

• Actuation: The control input is sent to actuators, aiming to
achieve certain desired behavior of the plants.

A typical embedded implementation platform for automotive control
applications is shown in Figure 1.2. There are often programs of multi-
ple control applications executed on one processor, which necessitates
an operating system (OS) for coordination. The flash memory stores all

Full text available at: http://dx.doi.org/10.1561/1000000045



1.1. Motivation 5

Processor On-Chip Cache

Bus

Flash I/O Sensor

Actuator
Implementation Platform

Figure 1.2: A typical embedded implementation platform for automotive control
applications. The processor executes control programs. Instructions and data are
stored in the flash memory. On-chip cache accelerates the memory access. Pro-
grammable I/O peripherals are used for communication with sensors and actuators.

instructions and data. The on-chip cache accelerates the memory ac-
cess. Programmable input/output (I/O) peripherals are used for com-
munication with sensors and actuators over the bus.

The implementation platform considerably impacts the control per-
formances via, e.g., sampling periods and sensor-to-actuator delays.
The sampling period is defined as the time duration between two con-
secutive measurements (or samplings) of the plant states under control.
The sensor-to-actuator delay is defined as the time duration between
the measurement and the actuation of one feedback control loop. If
the processor or the memory access or the communication is not fast
enough, the execution time of the control program and the transmis-
sion of messages might be too long to meet the desired sampling peri-
ods and sensor-to-actuator delays. Therefore, a larger number of more
complex control applications calls for an implementation platform with
abundant resources, which contradicts the cost-sensitive nature of the
automotive industry.

The algorithms development for control applications from a control-
theoretical perspective is well-established. The controller design meth-
ods can be drawn from a large pool of research and practical experi-
ence that have been accumulated in the control community. However,
little attention has been paid to the embedded implementation plat-
form. Control theorists and embedded system engineers make model-
based assumptions of the other side. Since most control applications
are safety-critical, such assumptions in this separate design paradigm
are inevitably conservative to guarantee the required control perfor-
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6 Introduction

mances. As a result, the resources on the embedded implementation
platform, such as communication, computation and memory, are inef-
ficiently utilized. This article presents recently developed techniques in
automotive control systems design that take implementation resources
into consideration, aiming to improve the control performances for a
given amount of resources, or equivalently, realize the required control
performances with fewer resources.

Motivated by the increasing worldwide efforts to reduce greenhouse
gas (GHG) emissions, automotive manufacturers have been struggling
in upgrading their ICEs. It is challenging to reduce emissions while
keeping the engine performance. An alternative solution is an electric
vehicle (EV). Another major advantage of an EV is its independence of
fossil fuels2. Besides, the torque and noise performances of an electric
motor are generally better than an ICE of the similar size at low speeds.
Most major car manufacturers have presented their mass-produced
EVs, including Nissan Leaf, BMWi3, Volkswagen e-Golf, Chevy Volt,
and Tesla Model S.

One major issue that impedes the market acceptance of EVs is the
range anxiety. The energy resource is the major factor determining the
driving range of an EV. Given a fixed battery pack, it is desired to
maximize the battery usage (i.e., maximize the effective battery capac-
ity and minimize the energy consumption of a control task instance),
which is directly related to the driving range. Different control strate-
gies result in different discharging current profiles and the battery us-
age depends on the discharging current profile. This article discusses
the control systems design in an EV taking the energy resource into
consideration. The influence of processor aging in the implementation
platform on both the control performance and the battery usage is
discussed, and countermeasures are presented.

The resources on the embedded implementation platform for control
applications (e.g., memory and computation resources) are a little dif-
ferent from the energy resources (including the influence from processor
aging). The common issue is that these resources have not be consid-

2It is noted that both GHG emissions reduction and fossil fuels independence
also depend on the way of electricity generation.
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1.2. Resources 7

ered in designing control algorithms, despite that they are important
in the context of cost-sensitive domains like automotive systems. This
article highlights the design techniques to account for these resources
in designing automotive control systems.

1.2 Resources

In this section, communication, memory, computation, and energy re-
sources are described, along with how controller design strategies might
take these resources into account. There is a considerable amount of
work on communication-aware control systems design, particularly in
the networked control systems literature. In contrast, other forms of
resources – like computation, memory or energy – have not been suf-
ficiently studied so far. Hence, in this article we will focus on con-
troller design strategies for these types of resources and not elaborate
on communication-aware controller design. Instead, the this topic is
briefly surveyed below, and in particular we describe a controller design
strategy for hybrid time- and event-triggered automotive communica-
tion protocols such as FlexRay.

1.2.1 Communication Resources

The number of bits that can be transmitted per unit of time over
a communication network is limited by its bandwidth. Precise char-
acterization of the communication resources for automotive control
systems is protocol-specific. The communication protocols are broadly
classified into two groups — event-triggered (ET) and time-triggered
(TT) networks. For instance, Controller Area Network (CAN) is ET
and has been widely used since its first official release in 1986 Bosch
[1991]. FlexRay FlexRay Consortium [2005], which was designed about
a decade ago to be faster and more reliable than CAN, can be found
in most premium cars. Media access control in FlexRay is based on
communication cycles of equal and predefined length in time. Each
communication cycle is divided into a TT static and an ET dynamic
segment as shown in Figure 1.3. Messages can be sent with FlexRay
over either the TT or ET segment using a bandwidth of 10 Mbit/s.

Full text available at: http://dx.doi.org/10.1561/1000000045



8 Introduction

Nsta + 11 2 · · · Nsta 1· · · · · ·

slot mini-slot slot

time-triggered event-triggered

communication cycle

Figure 1.3: FlexRay bus with both time-triggered static and event-triggered dy-
namic segments

The TT static segment follows a Timing Division Multiple Access
(TDMA) policy for media access control, where the entire segment is
divided into multiple slots with the same predefined length in time.
In every segment, slots are statically indexed starting from 1 to Nsta,
which is the total number of TT slots in the static segment. Each
application involved in the TT communication is assigned a dedicated
index number and only uses the TT slot of this index to transmit
messages. This allows a predictable temporal behavior, since in every
communication cycle, an application is able to access the TT segment
once, and the interval between two consecutive allowed transmissions is
fixed. Deterministic timing and short delay can be transformed to good
control performance with appropriate controller design. If no messages
from an application need to be sent on its given slot, then the network
is idle for this period of time, resulting in an inefficient utilization of
bandwidth.

In the ET dynamic segment, media access control is priority-based
and the entire segment is divided into mini-slots. Every application
involved in the ET communication is associated with an index and in
effect, a priority. In a segment, each mini-slot is dynamically assigned
an index. The starting index is Nsta + 1. The application matching the
mini-slot index is allowed to transmit a message. A message can be
transmitted over multiple mini-slots and the mini-slots transmitting
the same message have the same index. After the transmission ends,
the mini-slot index is incremented. If the message is not ready when its
mini-slot starts, the mini-slot goes idle and the index is incremented.
Since a mini-slot is typically much shorter than a TT slot, the ET

Full text available at: http://dx.doi.org/10.1561/1000000045



1.2. Resources 9

Controller Plant
TT Communication

ET Communication

Figure 1.4: The switching between ET and TT communication when transmitting
a control message from the controller to the plant

segment offers more efficient utilization of bandwidth compared to the
TT segment. The ET segment generally does not provide temporal
guarantee due to its priority-based nature of arbitration. The timing of
a message over ET communication depends on the presence of messages
with higher priorities. This degrades the control performance.

A number of recent efforts have been made to address the
communication-aware embedded control systems design. An aperiodic
strategy for dynamic allocation of bandwidth according to the current
state of the plants and available resources is proposed in Anta and
Tabuada [2009]. Control loops closed over CAN are discussed and il-
lustrated on a train car. In Samii et al. [2009], communication delay
and jitter resulting from complex timing behavior are considered. A
method integrating controller design and message scheduling is devel-
oped to optimize the overall control performance. A predictive com-
pensator co-located with the actuator is proposed in Henriksson et al.
[2008] to deal with communication outages. When a new control com-
mand is not received, a replacement one based on the history of past
control commands is suggested.

There are several challenges in the communication-control co-
design. First, the design space can be too large to be tractable. There
are many parameters to determine in the design of the controller and
the communication network. A combined design space can be difficult
to handle. This is aggravated by the increase of system size. Second,
the trade-off between the control performance and the communication
resource utilization, which enables more design freedom, has not been
explored. Some first efforts have been made in Roy et al. [2016] to
address these two issues.

Full text available at: http://dx.doi.org/10.1561/1000000045



10 Introduction

TT
available?

TT
Communication

ET
Communication

||x|| > Eth Yes

No

||x|| ≤ Eth

Figure 1.5: The hybrid communication protocol

Another challenge is to minimize the use of TT communication for
each application, while still achieving satisfactory control performances.
This will result in more efficient utilization of the communication re-
sources. One method to address this challenge is to implement a hybrid
communication scheme. As illustrated in Figure 1.4, when transmitting
a control message from a controller to a plant, the hybrid communi-
cation scheme allows switching between TT and ET communication.
This enables the trade-off between required resources and control per-
formance. In order to achieve satisfactory control performance that
is close to pure TT communication while using fewer TT slots, the
protocol illustrated in Figure 1.5 is implemented. If a plant is in the
steady-state, i.e., the norm of the state vector ||x|| is less than or equal
to the threshold Eth, ET communication is used. When a disturbance
forces the plant out of the steady-state, it is checked whether the TT
slot is available. If the TT slot is available, then the control message
switches to TT communication. The TT slot is used until the plant is
brought back to the steady-state. Then the control message switches
back to ET communication. If the TT slot is occupied by another ap-
plication and thus unavailable, the ET communication continues to be
used and the TT availability keeps getting checked, until that the plant
is back to the steady-state. Such a protocol allows multiple applications
to share one TT slot, and thus reduces the usage of TT communica-
tion. A schedulability analysis is needed to ensure that desired control
performances are satisfied.

Different ways to conduct such schedulability analysis have been
reported:

Full text available at: http://dx.doi.org/10.1561/1000000045



1.2. Resources 11

• Generally, the schedulability analysis for real-time systems
mainly determines the response time of a real-time task Bini and
Buttazzo [2004], Jayachandran and Abdelzaher [2009], Yao et al.
[2015].

• There are specific schedulability analysis techniques for TT Hu
et al. [2015], ET Broster et al. [2002], and the hybrid commu-
nication Phan et al. [2009]. The focus is to compute the upper
bounds on communication delays.

• There are schedulability analysis techniques particularly consid-
ering control systems and aiming to satisfy control performance
requirements Tabuada [2007], Majumdar et al. [2011], Han et al.
[2013].

1.2.2 Memory Resources

In the two-level memory architecture shown in Figure 1.2 (such as the
XC23xxB Series microcontroller Infineon [2009] from Infineon that is
popular in automotive systems), the flash memory has a large size and
can thus store all the application programs and data, but experiences
high read/write latencies (hundreds of processor cycles). The cache
is faster with low read/write latencies (several processor cycles), but
usually limited in size due to its high cost. It is assumed that the
access times of cache and flash memory are tc and tm, respectively,
where tc � tm. In this article, the focus is on instruction memory,
since control applications are typically not data-intensive.

When a processor executes an instruction, it checks the cache first.
If this instruction is located in the cache, it is a cache hit and the
access time is tc. If this instruction is not in the cache, the memory
block containing it is fetched from the flash memory and then written
into cache. This is a cache miss and the access time is tm. Afterwards,
when the same instruction is called again by the processor, the access
time is tc if it is still in the cache without being replaced. This is a
cache reuse.

A program usually has different execution paths resulting in differ-
ent execution times. The worst-case execution time (WCET) is defined

Full text available at: http://dx.doi.org/10.1561/1000000045



12 Introduction

to be the maximum length of time a program takes to be executed.
The WCET constrains the sampling period of a control application.
There are two general methods to reduce the WCET of a program —
increasing the cache size and/or cache reuse. In resource-aware auto-
motive control systems design, it is desirable to minimize the cache size
while satisfying the performance requirement, or equivalently, improve
the performance for the given memory resources. Therefore, the cache
reuse should be maximized.

Given a collection of control applications (e.g., C1, C2, C3), it is con-
ventional to run the control loops of them in a round-robin fashion (C1,
C2, C3, C1, C2, C3, · · · ). Since the codes for different control applications
are different, the on-chip cache is frequently refreshed in this process.
This results in poor cache reuse and long WCET. In order to address
this issue, a new sampling order for the control applications has been
proposed Chang et al. [2017], using which cache reuse is improved and
the WCET of each application is reduced. In particular, a non-uniform
sampling scheme has been studied, where the control loop of each ap-
plication is consecutively run multiple times — in order to increase
cache reuse, before moving on to the next application.

An example memory-aware sampling order (C1(1), C1(2), C1(3),
C2(1), C2(2), C2(3), C3(1), C3(2), C3(3), · · · ) is illustrated in Figure 1.6,
where Ci(j) denotes the jth execution of the control application Ci.
Before the first execution Ci(1), the cache is either empty (i.e., cold
cache) or filled with instructions from other applications, that are not
used by Ci (equivalent to cold cache). The WCET of Ci(1) can be com-
puted by a number of existing standard techniques Wilhelm and et al.
[2008], Andalam et al. [2013], Wilhelm et al. [2009]. Before the second
execution Ci(2), the instructions in the cache are from the same appli-
cation Ci and thus can be reused. This results in more cache hits and
hence shorter WCET. Depending on which execution path the program
takes, the amount of WCET reduction varies. Therefore, a technique
is required to compute the guaranteed WCET reduction of Ci(2) and
Ci(3) relative to Ci(1), independent of the path taken.

Control parameters of the applications, such as sampling periods
and sensor-to-actuator delays, can be derived from the WCET results.

Full text available at: http://dx.doi.org/10.1561/1000000045



1.2. Resources 13

START C1(1) C1(2) C1(3)

C2(1)C2(2)C2(3)

C3(1) C3(2) C3(3)

cold cache cache reuse cache reuse

cold cache

cache reusecache reuse

cold cache

cache reuse cache reuse

Figure 1.6: An example memory-aware sampling order with three control applica-
tions. Each application is consecutively executed three times. After the first execu-
tion Ci(1), some instructions in the cache can be reused and thus the WCETs of the
following two executions are shortened.

A controller must be tailored for the memory-aware non-uniform sam-
pling orders, so that the control performance can be improved. In sum-
mary, two main techniques are required — (i) cache analysis to compute
the guaranteed WCET reduction between two consecutive executions
of one program; (ii) controller design for the non-uniform sampling with
sensor-to-actuator delays shorter than or equal to the sampling peri-
ods. Details of the memory-aware automotive control systems design
will be discussed in Chapter 3.

1.2.3 Computation Resources

For a given processor with a certain operating frequency, computation
resources usually mean the available execution time. When multiple
applications share one processor, in general, the performance of an ap-
plication can be improved if it is allowed to access the processor for a
longer period of time. Computation-aware automotive control systems
design aims to reduce the execution time of a control application, while
still satisfying its performance requirement. In this way, more applica-
tions can be mapped to the processor, thereby saving the cost. This is
the recent trend of ECU consolidation in the automotive industry.
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2ms
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Allowed switching among 2ms, 5ms and 10ms

Figure 1.7: Allowed switching instants among multiple sampling periods

Generally, a shorter sampling period allows the controller to re-
spond to its plant more frequently, and is thus potentially able to
achieve better control performance with an appropriately designed con-
troller. The obvious downside is a higher processor load, which is de-
fined to be the WCET of an application divided by its sampling period.
This prevents more functions and applications from being integrated
onto the processor. Therefore, the controller should use the largest pos-
sible sampling period that is able to fulfill the control performance
requirement and satisfy the system constraints.

Due to the safety-critical nature of the automotive domain, TT
OS usually runs on the processor. For instance, OSEK/VDX (Open
Systems and Their Corresponding Interfaces for Automotive Elec-
tronics/Vehicle Distributed Executive) OS Consortium [2005], Feiler
[2003] is widely used in automobiles and considered in this article.
OSEK/VDX OS only offers a limited set of predefined periods, which
implies that the sampling periods of control applications have to be
taken from this set. In most cases, the optimal sampling period is not
directly realizable on the OS. The conventional way to handle it is to
use the largest sampling period offered by the OS that is smaller than
the optimal one. This is a straightforward method, yet leads to a waste
of computational resources. It is desirable to minimize the processor
load of an application, while still satisfying the performance require-
ment.
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Towards this goal, a multirate controller that switches be-
tween available sampling periods offered by OSEK/VDX OS has
been proposed Chang et al. [2016]. A typical example with sam-
pling periods of 2ms, 5ms and 10ms on OSEK/VDX OS is il-
lustrated in Figure 1.7. Switching between two sampling peri-
ods can only occur at the common multiplier of them. For in-
stance, switching between 2ms and 5ms is possible at the time
instant of 10ms, 20ms, and so on. Therefore, possible sequences
of sampling periods are {2ms, 2ms, 2ms, 2ms, 2ms, 5ms, 5ms, repeat},
{5ms, 5ms, 10ms, repeat}, and so on. The main challenge lies in
the performance-oriented multirate controller design under the non-
uniform sampling scheme with negligible sensor-to-actuator delays,
aiming to reduce the processor load. Details of the computation-aware
automotive control systems design will be discussed in Chapter 4.

1.2.4 Energy Resources

For all practical purposes, a longer driving range is desired in EVs to
increase their usability. A battery pack with large capacity is needed to
offer a long driving range. However, with larger capacity, the battery
weight also increases leading to higher energy consumption. Moreover,
the capacity is restricted by the space that can be allocated to the
battery pack in EVs. One potential solution to the above problem is to
design the controller in such a way that the energy consumption of a
control task instance can be minimized.

All off-the-shelf battery packs are labeled with a nominal capac-
ity. However, due to the rate capacity effect, the effective capacity or
full-charge capacity (FCC) of a battery pack, which is defined to be
the amount of electric charges that can be delivered from the bat-
tery after it is fully charged, actually varies with different discharging
current profiles Doerffel and Sharkh [2006], Kim and Qiao [2011]. Gen-
erally speaking, larger discharging current tends to reduce the effective
capacity. For most common lithium-ion batteries in the market, the
capacity could potentially get significantly compromised if the rate ca-
pacity effect is not properly considered in the control systems design.
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In this article, an optimization framework considering the control
performance as one design objective and battery usage as the other is
presented Chang et al. [2014]. The trade-off between these two design
objectives is explored by generating a Pareto front. The battery usage is
quantified by the number of times the control system can reach a steady
state after a disturbance occurs powered up by a fully charged battery
pack. In order to maximize the battery usage, the energy consumption
of a control task instance, i.e., the disturbance rejection, should be small
and the battery effective capacity should be increased by generating a
battery-friendly discharging current profile.

In this context, the other important design aspect is processor ag-
ing. As a processor ages, the switching time of its transistors increases,
resulting in longer path delays. On-chip monitors could be used to
measure the delay of the critical path. It always has to be guaranteed
that the signal transmission can be complete along any path within
one clock cycle Lorenz et al. [2010]. Therefore, the processor operating
frequency is reduced based on the new critical path delay.

As discussed above, a shorter sampling period can potentially pro-
vide a better control performance. Therefore, with a smaller proces-
sor operating frequency, the sampling period increases and the con-
trol performance gets deteriorated, which is dangerous and thus highly
unwanted for safety-critical applications in EVs, such as electric mo-
tor control. To deal with the above situation, the same optimization
framework can be slightly modified to re-optimize the controller with
the longer sampling period, which results from processor aging, aiming
to ensure that the control performance is kept with an inconsiderable
compromise on battery usage. Details of the battery- and aging-aware
automotive control systems design will be discussed in Chapter 5.

A literature review on resource-aware embedded control systems
design is summarized in Table 1.1. Communication-aware embedded
control systems design has been extensively explored, our contributions
are mainly on memory, computation, and energy resources. While there
have been a number of works discussing computation-aware embedded
control systems design, we focus on the automotive OS. No works other
than ours have investigated memory and energy resources in embedded
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control systems design. We do benefit from the literature on memory
and battery modelling.

1.3 Organization

This article comprises six sections. Section 1 is the introduction. The
background, including the necessary mathematical basics of control
theory and optimization techniques, and the real-life automotive con-
trol applications used in the experiments, is presented in Chapter 2.
Feedback control applications are first described, following which are
the linear state-feedback control law and the non-linear MPC. The
relationship between the control performance and the sampling pe-
riod is shown based on an electronic wedge brake (EWB) developed
by Siemens Fox et al. [2007]. The presented optimization techniques
include particle swarm optimization (PSO), gradient-based sequential
quadratic programming (SQP), and genetic algorithms for non-convex
single- and multi-objective problems.

Chapter 3 discusses memory-aware automotive control systems de-
sign. The memory analysis technique that computes the guaranteed
WCET reduction due to consecutive executions of one control program
is first given. A motivational example is used for the illustration pur-
pose. The control parameters, such as sampling periods and sensor-to-
actuator delays, are then derived based on the WCET results. The con-
troller design techniques for both the conventional memory-oblivious
uniform sampling scheme and the memory-aware non-uniform sampling
scheme are elaborated. Experimental results are reported at the end of
the chapter.

Chapter 4 discusses computation-aware automotive control systems
design. The OS used in automobiles is described and the restriction on
the choice of sampling periods is addressed. The multirate controller
design technique is presented to reduce the processor load while satis-
fying the control performance requirement and system constraints.

Chapter 5 discusses battery- and aging-aware automotive control
systems design. The design objective of battery usage is introduced
with battery characteristics. The processor aging and its influence on
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Table 1.1: A literature summary on resource-aware embedded control systems
design

Resource Type Paper

Communication

On the Benefits of Relaxing the Periodicity Assump-
tion for Networked Control Systems over CAN Anta and
Tabuada [2009]
Integrated Scheduling and Synthesis of Control Appli-
cations on Distributed Embedded Systems Samii et al.
[2009]
Predictive Compensation for Communication Outages in
Networked Control Systems Henriksson et al. [2008]
Multi-Objective Co-Optimization of FlexRay-based Dis-
tributed Control Systems Roy et al. [2016]

Memory

Memory-Aware Feedback Scheduling of Control
Tasks Robertz et al. [2006]
Dynamic Round-Robin Task Scheduling to Reduce Cache
Misses for Embedded Systems Batcher and Walker [2008]
Memory Hierarchies, Pipelines, and Buses for Future Ar-
chitectures in Time-Critical Embedded Systems Wilhelm
et al. [2009]
Accurate Estimation of Cache-Related Preemption De-
lay Negi et al. [2003]
Cache-Aware Timing Analysis of Streaming Applica-
tions Chakraborty et al. [2009]
A Synergetic Approach to Accurate Analysis of Cache-
Related Preemption Delay Kleinsorge et al. [2011]

Computation

Resource Management for Control Tasks based on the
Transient Dynamics of Closed-Loop Systems Castane
et al. [2006]
Design and Stability Analysis for Anytime Control via
Stochastic Scheduling Greco et al. [2011]
Dynamic Scheduling and Control-Quality Optimization
of Self-Triggered Control Applications Samii et al. [2010]

Energy

Control Oriented 1D Electrochemical Model of Lithium
Ion Battery Smith et al. [2007]
Simple PSpice Models Let You Simulate Common Bat-
tery Types Hageman [1993]
An Analytical High-Level Battery Model for Use
in Energy Management of Portable Electronic Sys-
tems Rakhmatov and Vrudhula [2001]
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the control system is analyzed. Then the optimization framework and
flow are shown. Experimental results can be found at the end of the
chapter. The conclusion of this article is given in Chapter 6 and possible
future work is discussed.
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