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ABSTRACT

Since the popularisation of the Internet in the 1990s, the
cyberspace has kept evolving. We have created various
computer-mediated virtual environments, including social
networks, video conferencing, virtual 3D worlds (e.g., VR
Chat), augmented reality applications (e.g., Pokémon Go),
and Non-Fungible Token Games (e.g., Upland). Such virtual
environments, albeit non-perpetual and unconnected, have

Lik-Hang Lee, Tristan Braud, Peng Yuan Zhou, Lin Wang, Dianlei Xu, Zijun
Lin, Abhishek Kumar, Carlos Bermejo and Pan Hui (2024), “All One Needs to
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brought us various degrees of digital transformation. The
term “metaverse” has been coined to facilitate further digital
transformation in every aspect of our physical lives. At the
core of the metaverse stands the vision of an immersive Inter-
net as a gigantic, unified, persistent, and shared realm. While
the metaverse may seem futuristic, catalyzed by emerging
technologies such as Extended Reality, 5G, and Artificial
Intelligence, the digital “big bang” of our cyberspace is not
far away.

This survey presents the first effort to offer a comprehensive
framework that examines the latest metaverse development
under the dimensions of state-of-the-art technologies and
metaverse ecosystems and illustrates the possibility of the
digital “big bang”. It is essential to highlight that the meta-
verse encompasses diverse technologies and ecosystems, call-
ing it an interdisciplinary and emerging field. Its primary
objective is to provide users with satisfactory and interactive
experiences. First, technologies are the enablers that drive
the transition from the current Internet to the metaverse.
We thus examine eight enabling technologies rigorously – Ex-
tended Reality, User Interactivity (Human-Computer Inter-
action), Artificial Intelligence, Blockchain, Computer Vision,
IoT and Robotics, Edge and Cloud computing, and Future
Mobile Networks. In terms of applications, the metaverse
ecosystem allows human users to live and play within a
self-sustaining, persistent, and shared realm. Therefore, we
discuss six user-centric factors – Avatar, Content Creation,
Virtual Economy, Social Acceptability, Security and Privacy,
and Trust and Accountability. Finally, we propose a concrete
research agenda for developing the metaverse.

Full text available at: http://dx.doi.org/10.1561/1100000095



1
Introduction

Metaverse, a combination of the prefix “meta” (implying transcending)
with the word “universe”, describes a hypothetical synthetic environ-
ment linked to the physical world. The word “metaverse” was first coined
in a piece of speculative fiction named Snow Crash, written by Neal
Stephenson in 1992 [239]. In this novel, Stephenson defines the meta-
verse as a massive virtual environment parallel to the physical world,
in which users interact through digital avatars. Since this first appear-
ance, the metaverse as a computer-generated universe has been defined
through vastly diversified concepts, such as lifelogging [72], collective
space in virtuality [73], embodied Internet/ spatial Internet [94], a mirror
world [626], an omniverse: a venue of simulation and collaboration [428].
In this monograph, we consider the metaverse as a virtual environment
blending physical and digital, facilitated by the convergence between
Web technologies and Extended Reality (XR). According to the Milgram
and Kishino’s Reality-Virtuality Continuum [383], XR integrates digital
and physical to various degrees, e.g., augmented reality (AR), mixed
reality (MR), and virtual reality (VR). Similarly, the metaverse scene in
Snow Crash projects the duality of the real world and a copy of digital
environments. In the metaverse, all individual users own their respective

3
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4 Introduction

avatars, in analogy to the user’s physical self, to experience an alternate
life in virtuality that is a metaphor for the user’s real worlds.

We propose a “digital twins-native continuum”, on the basis
of duality. This metaverse vision reflects three stages of development.
We consider the digital twins as a starting point, where our physical
environments are digitized and thus own the capability to periodically
reflect changes to their virtual counterparts. According to the physical
world, digital twins create digital copies of the physical environments as
multiple virtual worlds, and human users with their avatars work on new
creations in such virtual worlds, as digital natives. It is important to note
that such virtual worlds will initially suffer from limited connectivity
with each other and the physical world, i.e., information silo. They
will then gradually connect within a massive landscape. Finally, the
digitized physical and virtual worlds will eventually merge, representing
the final stage of the co-existence of physical-virtual reality similar to
surreality). Such a connected physical-virtual world gives rise to the
unprecedented demands of perpetual and 3D virtual cyberspace as the
metaverse.

To achieve such duality, the development of the metaverse has to
go through three sequential stages, namely (I) digital twins, (II) digital
natives, and eventually (III) co-existence of physical-virtual reality or
namely the surreality. Figure 1.1 depicts the relationship among the
three stages. Digital twins refer to large-scale and high-fidelity digital
models and entities duplicated in virtual environments. Digital twins
reflect the properties of their physical counterparts [387], including the
object motions, temperature, and even function. The connection between
the virtual and physical twins is tied by their data [187]. The existing

Figure 1.1: An illustration of “digital twins-native continuum”.
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applications are multitudinous such as computer-aided design (CAD)
for product design and building architectures, smart urban planning,
AI-assisted industrial systems, robot-supported risky operations [46],
[118], [289], [439], [459]. After establishing a digital copy of the physical
reality, the second stage focuses on native content creation. Content
creators, perhaps represented by the avatars, are involved in digital
creations inside the digital world. Such digital creations can be linked
to their physical counterparts, or even only exist in the digital world.
Meanwhile, connected ecosystems, including culture, economy, laws,
and regulations (e.g., data ownership), social norms, can support these
digital creations [74]. Such ecosystems are analogous to real-world
society’s existing norms and regulations, supporting the production of
physical goods and intangible contents [592]. However, research on such
applications is still in a nascent stage, focusing on the first-contact point
with users, such as input techniques and authoring system for content
creation [236], [394], [409], [573].

In the third and final stage, the metaverse could become a self-
sustaining and persistent virtual world that co-exists and interoperates
with the physical world with a high level of independence. As such, the
avatars, representing human users in the physical world, can experience
heterogeneous activities in real-time characterized by unlimited numbers
of concurrent users theoretically in multiple virtual worlds [187]. Re-
markably, the metaverse can afford interoperability between platforms
representing different virtual worlds, i.e., enabling users to create content
and widely distribute the content across virtual worlds. For instance, a
user can create contents in a game, e.g., Minecraft,1 and transfer such
contents into another platform or game, e.g., Roblox,2 with a continued
identity and experience. To a further extent, the platform can connect
and interact with our physical world through various channels, e.g.,
head-mounted wearable displays or mobile headsets (e.g., Microsoft
Hololens3), showing diversified content, avatars, and computer agents
in the metaverse interacting with smart devices and robots, to name
but a few.

1https://www.minecraft.net/en-us.
2https://www.roblox.com/.
3https://www.microsoft.com/en-us/hololens.
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6 Introduction

According to the diversified concepts of the computer-mediated
universe(s) mentioned above, one may argue that we are already situated
in the metaverse. Nonetheless, this is only partially correct, and we
examine several examples to justify our statement with the consideration
of the three-stage metaverse development roadmap. The Earth 3D map4

offers picture frames of the real world but lacks physical properties
other than GPS information, while social networks allow users to create
contents but are limited to texts, photos, and videos with limited options
for user engagement (e.g., liking a post). Video games are getting more
and more realistic and impressive. Users can experience outstanding
graphics with in-game physics, e.g., Call of Duty: Black Ops Cold War,
that deliver a sense of realism that resembles the real world in great
detail. A remarkable example of an 18-year-old virtual world, Second
Life,5 is regarded as the largest user-created 3D Universe. Users can
build and shape their 3D environments and live in such a virtual world
extravagantly.

However, video games still lack interoperability between each other.
The emerging platforms leveraging virtual environments (e.g., VRChat6

and Microsoft Mesh7) offer enriched environments that emulate vir-
tual spaces for social gatherings and online meetings. However, these
virtual spaces are not perpetual and vanish after the gatherings and
meetings. Virtual objects in AR games (e.g., Pokémon Go8) have also
been attached to the physical reality without reflecting any principles
of the digital twins. Figure 1.2 further demonstrates the significant
gap that remains between the current cyberspace and the metaverse.
Both x- and y-axes demonstrate superseding relationships: Left-to-Right
(e.g., Text < Image) and Bottom-to-Top (e.g., Read and Write (RW)
< Personalisation). The x-axis depicts various media in order of infor-
mation richness [124] from text, image, audio, video, gaming, virtual
3D worlds, virtuality (AR/MR/AR, following Milgram and Kishino’s
Reality-Virtuality Continuum [383]) and eventually, the physical world.

4https://earth3dmap.com/.
5https://id.secondlife.com.
6https://hello.vrchat.com/.
7https://www.microsoft.com/en-us/mesh?activetab=pivot%3aprimaryr7.
8https://pokemongolive.com/en/.
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7

Figure 1.2: The cyberspace landscape of real-life applications, where superseding
relationships exist in the information richness theory [124] (left-to-right) as well as
transience-permanence dimension (bottom-to-top).

The y-axis indicates user experience under a spectrum between tran-
sience (Read and Write, RW) and permanence (Perpetual, P). We
highlight several examples to show this superseding relationship in the
y-axis. At the Read & Write level, the user experience does not evolve
with the user. Every time a user sends an SMS or has a call on Zoom,
their experience is similar to their previous experiences, as well as those
of all the other users. With personalization, users can leverage their pref-
erences to explore cyberspaces like Spotify and Netflix. Moving upward
to the next level, users can proactively participate in content creation,
e.g., Super Mario Marker allows gamers to create their tailor-made game
level(s). Once a significant amount of user interaction records remain in
cyberspace, under the contexts of personalization and content creation,
cyberspace evolves into a social community. However, to the best of
our knowledge, we rarely find real-life applications reaching the top
levels of duality and perpetual (according to the concepts mentioned
above in Figure 1.1). Many applications do not have duality because
the user experiences in the physical and virtual worlds are not smoothly
coupled. Additionally, the perpetual feature is not achieved since most

Full text available at: http://dx.doi.org/10.1561/1100000095



8 Introduction

virtual worlds are terminated after a certain time, such as at the end of
a session.

To realise the metaverse, technologies other than the Internet, so-
cial networks, gaming, and virtual environments, should be considered
holistically. The advent of AR and VR, high-speed networks and edge
computing, artificial intelligence, and hyperledgers (or blockchain), serve
as the building blocks of the metaverse. From a technical point of view,
we identify the fundamentals of the metaverse and its technological
singularity. This work reviews the existing technologies and technologi-
cal infrastructures to offer a critical lens for building up the metaverse
characterized by perpetual, shared, concurrent, and 3D virtual
spaces concatenating into a perceived virtual universe. There-
fore, the contribution of the work is threefold.

1. We propose a technological framework for the metaverse, which
paves the way to realize the metaverse in which users are willing
to engage in many virtual worlds.

2. This work examines how cutting-edge technologies like edge com-
puting, XR, and artificial intelligence can contribute to developing
a user-centric metaverse. It highlights the disparity between these
advanced technologies and the current requirements for achieving
a satisfactory metaverse experience as perceived by users.

3. Based on our review, we propose research challenges and oppor-
tunities from a user-centric perspective, paving a path toward the
ultimate stages of the metaverse.

This survey serves as the first effort to offer a comprehensive view
of the metaverse with both the technology and ecosystem dimensions.
Figure 1.3 provides an overview of the survey – among the focused
topics under the contexts of technology and ecosystem, the keywords of
the corresponding topics reflect the key themes discussed in the survey.
In the next section, we first state our motivation by examining the
existing survey(s) as well as relevant studies, and accordingly position
our review in Section 2. Accordingly, we describe our framework for
the metaverse considering both technological and ecosystem aspects
(Section 3).

Full text available at: http://dx.doi.org/10.1561/1100000095
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Figure 1.3: Connecting the physical world with its digital twins, and further shifting
towards the metaverse: (A) the key technologies (e.g., blockchain, computer vision, dis-
tributed network, pervasive computing, scene understanding, ubiquitous interfaces),
and; (B) considerations in ecosystems, in terms of avatar, content creation, data
interoperability, social acceptability, security/privacy, as well as trust/accountability.
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