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Abstract

We provide a survey of the field of Music Information Retrieval (MIR),
in particular paying attention to latest developments, such as seman-
tic auto-tagging and user-centric retrieval and recommendation ap-
proaches. We first elaborate on well-established and proven methods
for feature extraction and music indexing, from both the audio sig-
nal and contextual data sources about music items, such as web pages
or collaborative tags. These in turn enable a wide variety of music
retrieval tasks, such as semantic music search or music identification
(“query by example”). Subsequently, we review current work on user
analysis and modeling in the context of music recommendation and
retrieval, addressing the recent trend towards user-centric and adap-
tive approaches and systems. A discussion follows about the important
aspect of how various MIR approaches to different problems are eval-
uated and compared. Eventually, a discussion about the major open
challenges concludes the survey.

M. Schedl , E. Gómez and J. Urbano. Music Information Retrieval:
Recent Developments and Applications. Foundations and Trends R© in Information
Retrieval, vol. 8, no. 2-3, pp. 127–261, 2014.
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1
Introduction to Music Information Retrieval

1.1 Motivation

Music is a pervasive topic in our society as almost everyone enjoys lis-
tening to it and many also create. Broadly speaking, the research field
of Music Information Retrieval (MIR) is foremost concerned with the
extraction and inference of meaningful features from music (from the
audio signal, symbolic representation or external sources such as web
pages), indexing of music using these features, and the development
of different search and retrieval schemes (for instance, content-based
search, music recommendation systems, or user interfaces for browsing
large music collections), as defined by Downie [52]. As a consequence,
MIR aims at making the world’s vast store of music available to individ-
uals [52]. To this end, different representations of music-related subjects
(e.g., songwriters, composers, performers, consumer) and items (music
pieces, albums, video clips, etc.) are considered.

Given the relevance of music in our society, it comes as a surprise
that the research field of MIR is a relatively young one, having its origin
less than two decades ago. However, since then MIR has experienced a
constant upward trend as a research field. Some of the most important
reasons for its success are (i) the development of audio compression

2



1.2. History and evolution 3

techniques in the late 1990s, (ii) increasing computing power of personal
computers, which in turn enabled users and applications to extract
music features in a reasonable time, (iii) the widespread availability of
mobile music players, and more recently (iv) the emergence of music
streaming services such as Spotify1, Grooveshark2, Rdio3 or Deezer4,
to name a few, which promise unlimited music consumption every time
and everywhere.

1.2 History and evolution

Whereas early MIR research focused on working with symbolic repre-
sentations of music pieces (i.e. a structured, digital representation of
musical scores such as MIDI), increased computing power enabled the
application of the full armory of signal processing techniques directly to
the music audio signal during the early 2000s. It allowed the processing
not only of music scores (mainly available for Western Classical music)
but all kinds of recorded music, by deriving different music qualities
(e.g. rhythm, timbre, melody or harmony) from the audio signal itself,
which is still a frequently pursued endeavor in today’s MIR research as
stated by Casey et al. [28].

In addition, many important attributes of music (e.g. genre) are
related not only to music content, but also to contextual/cultural as-
pects that can be modeled from user-generated information available
for instance on the Internet. To this end, since the mid-2000s different
data sources have been analyzed and exploited: web pages, microblog-
ging messages from Twitter5, images of album covers, collaboratively
generated tags and data from games with a purpose.

Recently and in line with other related disciplines, MIR is seeing a
shift — away from system-centric towards user-centric designs, both
in models and evaluation procedures as mentioned by different au-
thors such as Casey et al. [28] and Schedl et al. [241]. In the case of

1http://www.spotify.com
2http://grooveshark.com/
3http://www.rdio.com/
4http://www.deezer.com
5http://www.twitter.com
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user-centric models, aspects such as serendipity (measuring how pos-
itively surprising a recommendation is), novelty, hotness, or location-
and time-awareness have begun to be incorporated into models of users’
individual music taste as well as into actual music retrieval and recom-
mendation systems (for instance, in the work by Zhang et al. [307]).

As for evaluation, user-centric strategies aim at taking into account
different factors in the perception of music qualities, in particular of
music similarity. This is particularly important as the notions of music
similarity and of music genre (the latter often being used as a proxy
for the former) are ill-defined. In fact several authors such as Lippens
et al. [157] or Seyerlehner [252] have shown that human agreement on
which music pieces belong to a particular genre ranges only between
75% and 80%. Likewise, the agreement among humans on the similarity
between two music pieces is also bounded at about 80% as stated in
the literature [282, 230, 287, 112].

1.3 Music modalities and representations

Music is a highly multimodal human artifact. It can come as audio,
symbolic representation (score), text (lyrics), image (photograph of a
musician or album cover), gesture (performer) or even only a mental
model of a particular tune. Usually, however, it is a mixture of these
representations that form an individual’s model of a music entity. In
addition, as pointed out by Schedl et al. [230], human perception of mu-
sic, and of music similarity in particular, is influenced by a wide variety
of factors as diverse as lyrics, beat, perception of the performer by the
user’s friends, or current mental state of the user. Computational MIR
approaches typically use features and create models to describe music
by one or more of the following categories of music perception: music
content, music context, user properties, and user context, as shown in
Figure 1.1 and specified below.

From a general point of view, music content refers to aspects that
are encoded in the audio signal, while music context comprises factors
that cannot be extracted directly from the audio but are nevertheless
related to the music item, artist, or performer. To give some exam-
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Figure 1.1: Categorization of perceptual music descriptors proposed in [230]

ples, rhythmic structure, melody, and timbre features belong to the
former category, whereas information about an artist’s cultural or po-
litical background, semantic labels, and album cover artwork belong to
the latter. When focusing on the user, user context aspects represent
dynamic and frequently changing factors, such as the user’s current
social context, activity, or emotion. In contrast, user properties refer
to constant or only slowly changing characteristics of the user, such as
her music taste or music education, but also the user’s (or her friends’)
opinion towards a performer. The aspects belonging to user properties
and user context can also be related to long-term and short-time inter-
ests or preferences. While user properties are tied to general, long-term
goals, user context much stronger influences short-time listening needs.

Please note that there are interconnections between some features
from different categories. For instance, aspects reflected in collabora-
tive tags (e.g. musical genre) can be modeled by music content (e.g.
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instrumentation) while some others (e.g. geographical location, influ-
ences) are linked to music context. Another example is semantic labels,
which can be used to describe both the mood of a music piece and the
emotion of a user as reviewed by Yang and Chen [305].

Ideally, music retrieval and recommendation approaches should in-
corporate aspects of several categories to overcome the “semantic gap”,
that is, the mismatch between machine-extractable music features and
semantic descriptors that are meaningful to human music perception.

1.4 Applications

MIR as a research field is driven by a set of core applications that we
present here from a user point of view.

1.4.1 Music retrieval

Music retrieval applications are intended to help users find music in
large collections by a particular similarity criterion. Casey et al. [28]
and Grosche et al. [89] propose a way to classify retrieval scenarios
according to specificity (high specificity to identify a given audio sig-
nal and low to get statistically similar or categorically similar music
pieces) and granularity or temporal scope (large granularity to retrieve
complete music pieces and small granularity to locate specific time loca-
tions or fragments). Some of the most popular music retrieval tasks are
summarized in the following, including pointers to respective scientific
and industrial work.

Audio identification or fingerprinting is a retrieval scenario requir-
ing high specificity and low granularity. The goal here is to retrieve
or identify the same fragment of a given music recording with some
robustness requirements (e.g. recording noise, coding). Well-known ap-
proaches such as the one proposed by Wang [297] have been integrated
into commercially available systems, such as Shazam6 (described in
[297]), Vericast7 or Gracenote MusicID8. Audio fingerprinting technolo-

6http://www.shazam.com
7http://www.bmat.com/products/vericast/
8http://www.gracenote.com/music/recognition/
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gies are useful, for instance, to identify and distribute music royalties
among music authors.

Audio alignment, matching or synchronization is a similar scenario
of music retrieval where, in addition to identifying a given audio frag-
ment, the aim is to locally link time positions from two music sig-
nals. Moreover, depending on the robustness of the audio features,
one could also align different performances of the same piece. For in-
stance, MATCH by Dixon and Widmer [48] and the system by Müller
et al. [180] are able to align different versions of Classical music pieces
by applying variants of the Dynamic Time Warping algorithm on se-
quences of features extracted from audio signals.

Cover song identification is a retrieval scenario that goes beyond
the previous one (lower specificity level), as the goal here is to retrieve
different versions of the same song, which may vary in many aspects
such as instrumentation, key, harmony or structure. Systems for version
identification, as reviewed by Serrà et al. [248], are mostly based on
describing the melody or harmony of music signals and aligning these
descriptors by local or global alignment methods. Web sites such as
The Covers Project9 are specialized in cover songs as a way to study
musical influences and quotations.

In Query by humming and query by tapping, the goal is to retrieve
music from a given melodic or rhythmic input (in audio or symbolic
format) which is described in terms of features and is compared to
the documents in a music collection. One of the first proposed sys-
tems is MUSART by Birmingham et al. [43]. Music collections for
this task were traditionally built with music scores, user hummed or
tapped queries –more recently with audio signals as in the system by
Salamon et al. [218]. Commercial systems are also exploiting the idea
of retrieving music by singing, humming or typing. One example is
SoundHound10, that matches users’ hummed queries against a propri-
etary database of hummed songs.

The previously mentioned applications are based on the comparison
of a target music signal against a database (also referred as query by ex-

9http://www.coversproject.com/
10http://www.soundhound.com
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Figure 1.2: SearchSounds user interface for the query “metal”.

ample), but users may want to find music fulfilling certain requirements
(e.g. “give me songs with a tempo of 100 bpm or in C major”) as stated
by Isaacson [110]. In fact, humans mostly use tags or semantic descrip-
tors (e.g. “happy” or “rock”) to refer to music. Semantic/tag-based or
category-based retrieval systems such as the ones proposed by Knees
et al. [125] or Turnbull et al. [278] rely on methods for the estimation
of semantic labels from music. This retrieval scenario is characterized
by a low specificity and long-term granularity. An example of such se-
mantic search engines is SearchSounds by Celma et al. [31, 266], which
exploits user-generated content from music blogs to find music via ar-
bitrary text queries such as “funky guitar riffs”, expanding results with
audio-based features. A screenshot of the user interface for the sample
query “metal” can be seen in Figure 1.2. Another example is Gedoodle
by Knees et al. [125], which is based on audio features and correspond-
ing similarities enriched with editorial metadata (artist, album, and
track names from ID3 tags) to gather related web pages. Both com-
plementary pieces of information are then fused to map semantic user
queries to actual music pieces. Figure 1.3 shows the results for the query
“traditional irish”.
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Figure 1.3: Gedoodle user interface for the query “traditional irish”.

1.4.2 Music recommendation

Music recommendation systems typically propose a list of music pieces
based on modeling the user’s musical preferences. Ricci et al. [212] and
Celma [30] state the main requirements of a recommender system in
general and for music in particular: accuracy (recommendations should
match one’s musical preferences), diversity (as opposed to similarity, as
users tend to be more satisfied with recommendations when they show a
certain level of diversity), transparency (users trust systems when they
understand why it recommends a music piece) and serendipity (a mea-
sure of “how surprising a recommendation is”). Well-known commercial
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systems are Last.fm11, based on collaborative filtering, and Pandora12,
based on expert annotation of music pieces.

Recent methods proposed in the literature focus on user-aware, per-
sonalized, and multimodal recommendation. For example, Baltrunas et
al. [7] propose their InCarMusic system for music recommendation in
a car; Zhang et al. [307] present their Auralist music recommender
with a special focus on serendipity; Schedl et al. [231, 238] investigate
position- and location-aware music recommendation techniques based
on microblogs; Forsblum et al. [70] propose a location-based recom-
mender for serendipitous discovery of events at a music festival; Wang
et al. [298] present a probabilistic model to integrate music content and
user context features to satisfy user’s short-term listening needs; Teng
et al. [276] relate sensor features gathered from mobile devices with
music listening events to improve mobile music recommendation.

1.4.3 Music playlist generation

Automatic music playlist generation, which is sometimes informally
called “Automatic DJing”, can be regarded as highly related to music
recommendation. Its aim is to create an ordered list of results, such as
music tracks or artists, to provide meaningful playlists enjoyable by the
listener. This is also the main difference to general music recommen-
dation, where the order in which the user listens to the recommended
songs is assumed not to matter. Another difference between music rec-
ommendation and playlist generation is that the former typically aims
at proposing new songs not known by the user, while the latter aims
at reorganizing already known material.

A study conducted by Pohle et al. [206], in which humans evalu-
ated the quality of automatically generated playlists, showed that sim-
ilarity between consecutive tracks is an important requirement for a
good playlist. Too much similarity between consecutive tracks, how-
ever, makes listeners feel bored by the playlist.

Schedl et al. [231] hence identify important requirements other than
similarity: familiarity/popularity (all-time popularity of an artist or

11http://www.lastfm.com
12http://www.pandora.com
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track), hotness/trendiness (amount of attention/buzz an artist cur-
rently receives), recentness (the amount of time passed since a track
was released), and novelty (whether a track or artist is known by the
user). These factors and some others contribute to a serendipitous lis-
tening experience, which means that the user is positively surprised
because he encountered an unexpected, but interesting artist or song.
More details as well as models for such serendipitous music retrieval
systems can be found in [231] and in the work by Zhang et al. [307].

To give an example of an existing application that employs a
content-based automatic playlist generation approach, Figure 1.4 de-
picts a screenshot of the Intelligent iPod13 [246]. Audio features and
corresponding similarities are directly extracted from the music collec-
tion residing on the mobile device. Based on these similarities, a playlist
is created and visualized by means of a color stripe, where different col-
ors correspond to different music styles, cf. (2) in Figure 1.4. The user
can interact with the player with the scroll wheel to easily access the
various music regions, cf. (4) in Figure 1.4.

Automatic playlist generation is also exploited in commercial prod-
ucts. To give an example, YAMAHA BODiBEAT 14 uses a set of body
sensors to track one’s workout and generate a playlist to match one’s
running pace.

1.4.4 Music browsing interfaces

Intelligent user interfaces that support the user in experiencing
serendipitous listening encounters are becoming more and more im-
portant, in particular to deal with the abundance of music available
to consumers today, for instance via music streaming services. These
interfaces should hence support browsing through music collections in
an intuitive way as well as retrieving specific items. In the following,
we give a few examples of proposed interfaces of this kind.

The first one is the nepTune15 interface proposed by Knees et
al. [128], where music content features are extracted from a given mu-

13http://www.cp.jku.at/projects/intelligent-ipod
14http://www.yamaha.com
15http://www.cp.jku.at/projects/neptune
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Figure 1.4: Intelligent iPod mobile browsing interface.

sic collection and then clustered. The resulting clusters are visualized
by creating a virtual landscape of the music collection. The user can
then navigate through this artificial landscape in a manner similar to
a flight simulator game. Figure 1.5 shows screenshots of the nepTune
interface. In both versions, the visualization is based on the metaphor
of “Islands of Music” [193], according to which densely populated clus-
ters of songs are visualized as mountains, whereas sparsely populated
regions are visualized as beaches and oceans.

A similar three-dimensional browsing interface for music collections
is presented by Lübbers and Jarke [161]. Unlike nepTune, which em-
ploys the “Islands of Music” metaphor, their system uses an inverse
height map, by means of which clusters of music items are visualized
as valleys separated by mountains corresponding to sparse regions. In
addition, Lübbers and Jarke’s interface supports user adaptation by
providing means of deforming the landscape.
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Figure 1.5: nepTune music browsing interface.

Musicream16 by Goto and Goto [80] is another example of a user
interface that fosters unexpected, serendipitous encounters with mu-
sic, this time with the metaphor of a water tap. Figure 1.6 depicts a
screenshot of the application. The interface includes a set of colored
taps (in the top right of the figure), each corresponding to a different
style of music. When the user decides to open the virtual handle, the
respective tap creates a flow of songs. The user can then grab and play
songs, or stick them together to create playlists (depicted on the left
side of the figure). When creating playlists in this way, similar songs
can be easily connected, whereas repellent forces are present between
dissimilar songs, making it much harder to connect them.

Songrium17 is a collection of web applications designed to enrich the
music listening experience. It has been developed and is maintained
by the National Institute of Advanced Industrial Science and Tech-
nology (AIST) in Japan. As illustrated by Hamasaki and Goto [90],
Songrium offers various ways to browse music, for instance, via vi-

16http://staff.aist.go.jp/m.goto/Musicream
17http://songrium.jp
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Figure 1.6: Musicream music browsing interface.

sualizing songs in a graph using audio-based similarity for placement
(“Music Star Map”), via visualizing a song and its derivative works in
a solar system-like structure (“Planet View”), or via exploring music
by following directed edges between songs, which can be annotated by
users (“Arrow View”).

1.4.5 Beyond retrieval

MIR techniques are also exploited in other contexts, beyond the stan-
dard retrieval scenarios. One example is the computational music the-
ory field, for which music content description techniques offer the pos-
sibility to perform comparative studies using large datasets and to
formalize expert knowledge. In addition, music creation applications
benefit from music retrieval techniques, for instance via “audio mo-
saicing”, where a target music track is analyzed, its audio descriptors
extracted for small fragments, and these fragments substituted with
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similar but novel fragments from a large music dataset. These applica-
tions are further reviewed in a recent "Roadmap for Music Information
ReSearch" build by a community of researchers in the context of the
MIReS project18 [250].

1.5 Research topics and tasks

We have seen that research on MIR comprises a rich and diverse set
of areas whose scope goes well beyond mere retrieval of documents, as
pointed out by several authors such as Downie et al. [55, 20], Lee et
al. [147, 148] and Bainbridge et al. [6]. MIR researchers have then been
focusing on a set of concrete research tasks, which are the basis for
final applications. Although most of the tasks will be reviewed within
this manuscript, we already provide at this point an overview of some
of the most important ones (including references) in Table 1.1.

A first group of topics are related to the extraction of meaning-
ful features from music content and context. These features are then
used to compute similarity between two musical pieces or to classify
music pieces according to different criteria (e.g. mood, instrument, or
genre). Features, similarity algorithms and classification methods are
then tailored to different applications as described below.

1.6 Scope and related surveys

The field of MIR has undergone considerable changes during recent
years. Dating back to 2006, Orio [186] presented one of the earliest
survey articles on MIR, targeted at a general Information Retrieval
audience who is already familiar with textual information. Orio does
a great job in introducing music terminology and categories of music
features that are important for retrieval. He further identifies different
users of an MIR system and discusses their individual needs and re-
quirements towards such systems. The challenges of extracting timbre,
rhythm, and melody from audio and MIDI representations of music are
discussed. To showcase a music search scenario, Orio discusses different

18http://mires.eecs.qmul.ac.uk/
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ways of music retrieval via melody. He further addresses the topics of
automatic playlist generation, of visualizing and browsing music collec-
tions, and of audio-based classification. Eventually, Orio concludes by
reporting on early benchmarking activities to evaluate MIR tasks.
Although Orio’s work gives a thorough introduction to MIR, many
new research directions have emerged within the field since then. For
instance, research on web-, social media-, and tag-based MIR could not
be included in his survey. Also benchmarking activities in MIR were
still in their fledgling stages at that time. Besides contextual MIR and
evaluation, considerable progress has been made in the tasks listed in
Table 1.1. Some of them even emerged only after the publication of
[186]; for instance, auto-tagging or context-aware music retrieval.

Other related surveys include [28], where Casey et al. give an
overview of the field of MIR from a signal processing perspective. They
hence strongly focus on audio analysis and music content-based simi-
larity and retrieval. In a more recent book chapter [227], Schedl gives
an overview of music information extraction from the Web, covering
the automatic extraction of song lyrics, members and instrumentation
of bands, country of origin, and images of album cover artwork. In ad-
dition, different contextual approaches to estimate similarity between
artists and between songs are reviewed. Knees and Schedl [127], give a
survey of music similarity and recommendation methods that exploit
contextual data sources. Celma’s book [30] comprehensively addressed
the problem of music recommendation from different perspectives, pay-
ing particular attention to the often neglected “long tail” of little-known
music and how it can be made available to the interested music afi-
cionado.

In contrast to these reviews, in this survey we (i) also discuss the
very current topics of user-centric and contextual MIR, (ii) set the
discussed techniques in a greater context, (iii) show applications and
combinations of techniques, not only addressing single aspects of MIR
such as music similarity, and (iv) take into account more recent work.

Given the focus of the survey at hand on recent developments in
MIR, we decided to omit most work on symbolic (MIDI) music rep-
resentations. Such work is already covered in detail in Orio’s article
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[186]. Furthermore, such work has been seeing a decreasing number of
publications during the past few years. Another limitation of the scope
is the focus on Western music, which is due to the fact that MIR re-
search on music of other cultural areas is very sparse, as evidenced by
Serra [249].

As MIR is a highly multidisciplinary research field, the annual “In-
ternational Society for Music Information Retrieval” conference19 (IS-
MIR) brings together researchers of fields as diverse as Electrical En-
gineering, Library Science, Psychology, Computer Science, Sociology,
Mathematics, Music Theory, and Law. The series of ISMIR confer-
ences are a good starting point to dig deeper into the topics covered in
this survey. To explore particular topics or papers presented at ISMIR,
the reader can use the ISMIR Cloud Browser20 [88].

1.7 Organization of this survey

This survey is organized as follows. In Section 2 we give an overview of
music content-based approaches to infer music descriptors. We discuss
different categories of feature extractors (from low-level to semantically
meaningful, high-level) and show how they can be used to infer mu-
sic similarity and to classify music. In Section 3 we first discuss data
sources belonging to the music context, such as web pages, microblogs,
or music playlists. We then cover the tasks of extracting information
about music entities from web sources and of music similarity com-
putation for retrieval from contextual sources. Section 4 covers a very
current topic in MIR research, i.e. the role of the user, which has been
neglected for a long time in the community. We review ideas on how to
model the user, highlight the crucial role the user has when elaborating
MIR systems, and point to some of the few works that take the user
context and the user properties into account. In Section 5 we give a
comprehensive overview on evaluation initiatives in MIR and discuss
their challenges. Section 6 summarizes this survey and highlights some
of the grand challenges MIR is facing.

19http://www.ismir.net
20http://dc.ofai.at/browser/all
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Table 1.1: Typical MIR subfields and tasks.

Task References
FEATURE EXTRACTION
Timbre description Peeters et al. [200], Herrera et al. [99]
Music transcription
and melody extraction

Klapuri & Davy [122], Salamon & Gómez[215],
Hewlett & Selfridge-Field [103]

Onset detection, beat tracking,
and tempo estimation

Bello et al. [10], Gouyon [83],
McKinney & Breebaart [171]

Tonality estimation:
chroma, chord, and key

Wakefield [296], Chew [34], Gómez [73],
Papadopoulos & Peeters [197],
Oudre et al. [188], Temperley [274]

Structural analysis, segmenta-
tion and summarization

Cooper & Foote [37],
Peeters et al. [202], Chai [32]

SIMILARITY
Similarity measurement Bogdanov et al. [18], Slaney et al. [28],

Schedl et al. [236, 228]
Cover song identification Serra et al. [248], Bertin-Mahieux & Ellis [14]
Query by humming Kosugi et al. [132], Salamon et al. [218],

Dannenberg et al. [43]
CLASSIFICATION
Emotion and mood recognition Yang & Chen [304, 305], Laurier et al. [139]
Genre classification Tzanetakis & Cook [281], Knees et al. [124]
Instrument classification Herrera et al. [102]
Composer, artist
and singer identification

Kim et al. [118]

Auto-tagging Sordo [264], Coviello et al. [39],
Miotto & Orio [173]

APPLICATIONS
Audio fingerprinting Wang [297], Cano et al. [24]
Content-based querying
and retrieval

Slaney et al. [28]

Music recommendation Celma [30], Zhang et al. [307],
Kaminskas et al. [114]

Playlist generation Pohle et al. [206], Reynolds et al. [211],
Pampalk et al. [196], Aucouturier & Pachet [2]

Audio-to-score alignment
and music synchronization

Dixon & Widmer [48],
Müller et al. [180], Niedermayer [181]

Song/artist
popularity estimation

Schedl et al. [237], Pachet & Roy [190]
Koenigstein & Shavitt [130]

Music visualization Müller & Jiang [179],
Mardirossian & Chew [166], Cooper et al. [38],
Foote [68], Gómez & Bonada [75]

Browsing user interfaces Stober & Nürnberger [270], Leitich et al. [150],
Lamere et al. [136], Pampalk & Goto [195]

Interfaces for music interaction Steward & Sandler [268]
Personalized, context-aware
and adaptive systems

Schedl & Schnitzer [238], Stober [269],
Kaminskas et al. [114], Baltrunas et al. [7]
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