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ABSTRACT

The introduction of Quantum Theory (QT) provides a uni-
fied mathematical framework for Information Retrieval (IR).
Compared with the classical IR framework, the quantum-
inspired IR framework is based on user-centered modeling
methods to model non-classical cognitive phenomena in hu-
man relevance judgment in the IR process. With the increase
of data and computing resources, neural IR methods have
been applied to the text matching and understanding task
of IR. Neural networks have a strong learning ability of
effective representation and generalization of matching pat-
terns from raw data. However, these methods show some
unavoidable defects, such as the inability to model user
cognitive phenomena, large number of model parameters

Peng Zhang, Hui Gao, Jing Zhang and Dawei Song (2023), “Quantum-
Inspired Neural Language Representation, Matching and Understanding”, Foun-
dations and Trends® in Information Retrieval: Vol. 16, No. 4-5, pp 318-509. DOI:
10.1561/1500000091.
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and the “black box” characteristics of network structure.
These problems greatly limit the development of neural IR
and related fields. Although the quantum-inspired retrieval
framework can theoretically solve the above problems, it
is faced with problems such as poor model efficiency and
difficulty in integrating with neural network, which lead to
a huge gap between QT and neural network modeling.

This review gives a systematic introduction to quantum-
inspired neural IR, including quantum-inspired neural lan-
guage representation, matching and understanding. This is
not only helpful to non-classical phenomena modeling in
IR but also to break the theoretical bottleneck of neural
networks and design more transparent neural IR models.
We introduce the language representation method based
on QT and the quantum-inspired text matching and de-
cision making model under neural network, which shows
its theoretical advantages in document ranking, relevance
matching, multimodal IR, and can be integrated with neural
networks to jointly promote the development of IR. The
latest progress of quantum language understanding is in-
troduced and further topics on QT and language modeling
provide readers with more materials for thinking.
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1

Introduction

Retrieval is the mainstream method for humans to obtain information.
The library retrieval enables us to quickly find relevant information only
based on keywords, topics, etc., so that we can further think and develop
on the shoulders of giants. Driven by the fourth industrial revolution,
the rapid development of internet technology has produced more and
more complex and diverse information, bringing a new challenge to
retrieval. At this time, the traditional manual retrieval technology can
no longer help us to obtain knowledge efficiently from massive data sets.
To this end, humans have developed Information Retrieval (IR) that
depends on computers, which is regarded as the process of “retrieving
documents related to users” (Van Rijsbergen, 1979).

Relevance is an important metric to evaluate the function and ef-
fect of IR system, and is also a central theme and important research
problem in IR. At present, the relevance research of IR is mainly di-
vided into two camps (Chen, 2020): Computer Science and Library
and Information Science. The research of computer science is called
system-centered school, which focuses on the construction of retrieval
system, text representation learning, design of matching function and
evaluation of retrieval performance, and calculates the relevance be-
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tween query and document from a system perspective. The research
of library and information science focuses on the influence of users’
cognition, interaction and context on retrieval results in the process
of user retrieval, which is called user-centered school. It evaluates the
relevance of documents from the user’s perspective (not just query). The
two schools carry on the relevance research from different perspectives,
and jointly promote the development of the IR field. However, due to
the gap between user cognition and system modeling, it is difficult to
build a mathematical framework that can bridge such a conceptual gap.

In the process of relevance judgment, from the system perspective,
relevance is a definite concept, and the “relevance” and “irrelevance” of
documents cannot exist at the same time. From the user perspective,
relevance is an uncertain concept, and both “relevance” and “irrelevance”
of documents can exist simultaneously at the same time. Before the
user judgment, the document is in the superposition state of “relevance”
and “irrelevance” with different probabilities. When the user makes
a judgment , a more relevant document is selected. At this time, the
relevance of a document collapses from an uncertain to a certain state.
This uncertain relevance judgment process is obviously more consistent
with the user’s cognition. Similarly, there is semantic uncertainty in
word semantic understanding. The understanding of word meanings
from the user’s perspective is usually based on rich prior knowledge
and cognitive ability. Without considering the context, a word will be
naturally associated with multiple meanings, so a word can be expressed
as a superposition of different word meanings.

In computer science, neural IR models (Manning, 2016; Craswell,
2017; Kenter et al., 2017; Mitra and Craswell, 2017) have shown better
performance than traditional IR models. Specifically, neural IR refers to
the application of shallow or deep neural networks in IR tasks (Mitra and
Craswell, 2018). Many Natural Language Processing (NLP) tasks based
on neural networks are not IR tasks (e.g., neural language modeling,
machine translation and named entity recognition), but they can still be
used as part of IR (e.g., extracting semantic information of queries and
documents through language modeling tasks). Based on the data driven
idea, neural IR models use the representation learning ability of neural
networks to learn the required features from large-scale complex data
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without hand-crafted feature, and effectively improve the performance of
the IR model through the back-propagation strategy (Guo et al., 2016b;
Pang et al., 2016; Dai et al., 2018). However, although the technical
advantages brought by the neural network improve the upper bound of
the performance of the IR model, this method is still a system-centered
modeling method, which can not fundamentally solve the problem that
puzzles IR, i.e., the difficulty of modeling user cognition.

Quantum Information Retrieval (QIR) tries to solve the problem of
neural IR from the user’s perspective, which uses Quantum Theory (QT)
and its mathematical framework to model non-classical phenomena in
IR (Uprety et al., 2020). Different from the system-centered modeling
method of neural IR, QIR follows the user-centered modeling method
(Ingwersen, 1992; Ingwersen, 1996; Belkin et al., 1982; Saracevic, 1996),
and its purpose is to build a retrieval system that is more in line
with human cognition. To achieve this goal, QIR works to explore the
influence of user’s cognition, emotion, environment and other factors
on the relevance judgment process, and quantify these factors as non-
classical phenomena that can be modeled by QT.

QIR originates from the consideration of subjective relevance fac-
tors, which makes the IR process (semantic understanding, information
retrieval, etc.) full of “uncertainty”, and these uncertain subjective
factors bring non-classical phenomena (Song et al., 2010). In the system-
centered model, information needs are reflected through queries and will
not change, so document relevance is certain; while in the user-centered
model, information needs are related to subjective factors such as cogni-
tion and emotion (Miwa, 2018). It could change in the retrieval process,
and the relevance of documents is uncertain. We can find that different
users of the same query may also get different retrieval results, that
is, the final relevance in QIR not only depends on the query, but also
affected by user cognition. In recommender systems, user preference is
also a manifestation of uncertainty. Preference factors such as category,
brand and seller would affect each other, and group preferences would
also affect individual preferences. Wang et al. (2019d) and Wang et al.
(2019¢) found that QT (tensor product, quantum many-body wave
function, etc.) can effectively improve model accuracy by learning user
preferences interactively. We call the phenomenon caused by user cog-
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nition as non-classical phenomena (e.g., order effect, text interference,
cognitive decision-making, etc.), which are often ignored by traditional
IR models and have not been considered in the relevance retrieval
process.

Later, QIR starts to solve the common problems of classic retrieval
such as document ranking. At this stage, the research process of QIR
is further improved, which comes from casual discovery and intuitive
inference, and then through the exploration of quantized theoretical
explanations and mathematical modeling to solve problems that cannot
be solved under the classical framework. For example, the Probability
Ranking Principle (PRP) of IR model assumes that documents are
independent of each other, i.e., the relevance of document A will not
affect the relevance of document B. However, Zuccon et al. (2009b) found
that when judging the relevance of document A and B from the user’s
perspective, they will be affected by the dependent information I4p
between documents (order effect), which is a non-classical phenomenon
in document ranking. Therefore, Zuccon et al. (2009b) modeled the
interaction between documents based on quantum interference theory,
derived the document dependent information I 4p, and proposed a more
sensitive Quantum Probability Ranking Principle (QPRP), which is
an extension of the classical PRP. As we can see, QIR has sufficient
research motivation, solid theoretical foundation and feasible technical
scheme. At present, the application of QT in IR involves interactive
IR (Ruthven, 2010), dynamic IR (Yang et al., 2015a), cognitive IR
(Sutcliffe and Ennis, 1998) and so on. It models the general process of
IR from the perspective of users, which is not only the promotion of
neural IR, but also a breakthrough to make the field of IR in line with
the quantum era.

Although QIR is expected to solve the problem of user cognitive
modeling, researchers find that the experimental performance of QIR
models is often poor (Zhang et al., 2018a), which means that we need
to make full use of the modeling ability of neural IR. The retrieval
framework of “quantum + neural IR” combines the advantages of
quantum mechanics and neural network: on the one hand, quantum
mechanics can provide a way to model non-classical phenomena by
user cognition in IR, and try to explain the semantic modeling theory
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under neural network (Platonov et al., 2018; Surov et al., 2021; Aerts
and Beltran, 2022); on the other hand, neural network architecture
provides strong learning ability for the QIR model to guarantee its good
experimental performance in IR tasks (McClean et al., 2018; Killoran
et al., 2019; Beer et al., 2020). For example, in the early research of
quantum language model, Sordoni et al. (2013) extended the statistical
language model to the quantum language model. Although the term
dependency was effectively modeled, the MRR! of WIKIQA? is 51%.
Zhang et al. (2018a) extended the quantum language model to the
neural network architecture, and the model performance was greatly
improved from 51% to 66%. The combination of neural networks and
QT makes QIR more effective in practice.

As a branch of IR, the retrieval model based on statistical language
model demonstrates the effectiveness of language understanding for IR
tasks. Therefore, the early QIR work was based on tasks such as IR
and language modeling, and representative works has shown that QT
and language modeling have a more essential connection (Socher et al.,
2013; Zhang et al., 2018b). Therefore, this monograph introduces the
latest progress of QT in neural IR and language modeling. As shown in
Figure 1.1, quantum-inspired neural language modeling and IR have
achieved many breakthroughs in language representation, matching
and understanding (Zhang et al., 2018a; Zhang et al., 2018b; Jiang
et al., 2020; Ma et al., 2019). Below, we will detail the intuitions and
advantages of quantum-inspired neural IR and language modeling in
terms of language representation, matching, and understanding.

Quantum Language Representation

In language representation, semantic uncertainty leads to polysemy,
which can not be explicitly represented by the pre-trained word em-
bedding. Compared with neural IR, words are represented as quantum
superposition states in QIR. Just as its name implies, the superposition

'MRR (Mean Reciprocal Rank) is a evaluation metric for Question Answering

(QA) task.
2Common dataset for QA task.
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Figure 1.1: Structure of the quantum-inspired representation, matching and under-
standing for natural language and Information Retrieval.

state? encodes different word meanings, indicating that the word at the
current moment may represent any possible meanings, and different
word meanings are represented by different basis vectors. This explicit
representation helps the model understand word information according
to context. For example, the word “queen” can be understood as a
royal, a rock band, a chess piece, or a playing card, so the word can be
expressed as the superposition state of four basis vectors. When the con-
text of the word “queen” is different, the specific meaning represented

3Every quantum state can be represented as a combination of two or more other
distinct states (please refer to Section 2.2.1 for details).
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by the current word can be determined through quantum measurement?
(the probability of the context representation is projected to the basis
vectors). This example will be detailed in Section 2.

Further, complex semantic modeling is the core problem of language
representation. Traditional language modeling methods use one-hot
vectors or pre-trained word embedding for word representation, and
then use n-gram language models to model sentence semantics. However,
when the value of n is too large, the computational complexity increases
exponentially and the neural network cannot handle it. QT is based on
Hilbert space for complex semantic representation, representing words as
quantum superposition states, and modeling sentence semantics in high-
dimensional space through quantum many-body theory. Compared with
neural networks, the tensor network used in quantum many-body theory
can model high-dimensional semantic features, and has a series of tensor
decomposition techniques (CP decomposition, TT decomposition, etc.)
to facilitate the optimization calculation of high-dimensional semantics,
which further improves the ability of language models to model complex
relationships.

Quantum Matching and Decision

In the process of semantic matching, the uncertainty of user cognition
leads to the interaction between matching words, while the traditional
IR model ignores this non-classical phenomenon and assumes the inde-
pendence between matching words. The current mainstream neural IR
model, such as DRMM (Pang et al., 2016), formalizes the IR process as
a text matching task, and its matching process is divided into two steps:
the first step calculates the local relevance score between the query and
the document; the second step is to obtain the final relevance score
of the document by weighted summation. Compared with neural IR,
QIR regards the matching process of query and document as a whole,
which uses quantum interference theory to derive semantic interference
term in the matching process, and embeds this component into the

4Quantum measurement is the testing or manipulation of a physical system to
produce a numerical result, which is usually probabilistic (please refer to Section 2.2.2
for details).
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neural network architecture, which is helpful to model the user cognitive
information in the matching process.

In the multimodal semantic matching task, a key issue is to effectively
utilize and combine multiple information from different sources from
the user’s perspective, so as to bridge the “semantic gap” between
low-level features and high-level semantic. Compared with neural IR,
QIR represents the information of different modalities in the unified
Hilbert space to achieve high-dimensional semantic extraction from the
perspective of user cognitive modeling, simulates the user’s multimodal
decision-making process through quantum interference theory, and
improves the performance and interpretability of the model.

Quantum Language Understanding

The main purpose of language modeling is to learn the joint probability
function of a sequence of words. When the context of a natural language
unit (such as a word) is unknown, the language model forms a parameter
space that grows exponentially with sentence size (Zhang et al., 2019a).
Therefore, how to fully understand the parameter space of language
modeling technology and interpret the internal computing mechanism
of language modeling has attracted extensive attention. Taking the
most classic n-gram language model as an example, as the number
of words required to estimate the probability of a sentence increases,
the parameter space of the model is difficult to represent formally. For
neural language models, the parameter space is more of a black box,
and its interpretability is weak, which hinders the improvement of the
model’s expressive ability. In addition, the expressiveness of the model
is difficult to measure and analyze, resulting in the strong reliance of the
model’s architectural design and hyper-parameters on manual tuning.

To address the above issues, researchers have introduced QT to
understand natural language modeling techniques and advance the
development of language modeling interpretability. In the field of ma-
chine learning, interpretability is mainly divided into two types, one
is the interpretability of the internal mechanism of the model, and
the other is the interpretability of the output of the model (i.e., Post-
Hoc Interpretability). The interpretability based on the QT belongs
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to the understanding of general language modeling techniques, that is,
interpreting the internal mechanisms and parameter spaces of language
models. In this monograph, we describe several ways to improve the
interpretability. First, we understand the classical statistical language
model in Hilbert space, formalize the parameter space of the model with
high-order tensors, and derive a generalized n-gram language model.
Next, by tensor decomposition of the probability distribution space of
the statistical language model, we effectively represent the parameter
space of the recurrent neural network and the convolutional neural
network, interpreting and improving the expressive power of the neural
language model. Finally, on the basis of the above theories, we measure
the expressive power of the language model by using the separate rank
and entanglement entropy, and leverage this to guide the setting of
important hyper-parameters of the model to reduce the cost of manual
parameter tuning. This series of studies have greatly broadened the per-
spective of understanding natural language, and embodies the important
role of QT in the current field of machine learning interpretability.

As mentioned above, although the quantum theory is helpful for
language representation, matching and understanding, most of these
works are limited to the analogy between language phenomena and
quantum theory. It has to be admitted that it is challenging to strictly
prove the existence of quantum phenomena in human language. The
quantum-like idea in this monograph is aimed at using quantum theory
to understand the inherent uncertainty and cognitive mechanism in
human language. We look forward to exploring the more essential
relationship between quantum theory and human language, with the
help of in-depth and sound research in the future.

The monograph review is organized as follows. In Section 2, we de-
scribe the commonly used quantum mathematical framework and some
early QIR models. Section 3 introduces various language representation
methods based on QT. Section 4 introduces the quantum matching and
fusion model under the neural network architecture. Section 5 introduces
language understanding based on QT and tensor network. Section 6
introduces the further topics of interdisciplinary research over quantum
and language, including pre-training language model and compositional
distribution model. Section 7 introduces the benchmarks involved in
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this overview (including dataset, evaluation metric and performance). In
Section 8, we briefly summarize the existing achievements and limitation
of QIR, and look forward to the future work.
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A

Abbreviation Index

Table A.1: Abbreviation index

Full Name ‘ Abbreviation
Artificial Intelligence Al
Complex-valued Network for Matching CNM
Compositional Distributional Model of Meaning CSC
Convolutional Arithmetic Circuit ConvAC
Density Matrix-based Convolutional Neural Network DM-CNN
Hierarchical Tucker HT
Information Retrieval IR

Law of Total Probability LTP
Machine Learning ML
Maximum Likelihood Estimation MLE
Matrix Product State MPS
Matrix Product Operator MPO
Natural Language Processing NLP
Neural Network based Quantum-like

Language Models NNQLM
Probability Ranking Principle PRP
Quantum Theory QT
Quantum Interference Inspired Neural Matching Model | QINM
Quantum Information Retrieval QIR
Quantum Language Model QLM
Quantum Many-body Wave Function

inspired Language Modeling QMWE-LM
Quantum Language Model with

Entanglement Embedding QLM-EE
Quantum Probability Ranking Principle QPRP
Tensor Space Language Model TSLM
Text classification based on Tensor Network TextTN
Tensor Network TN
Tensor Train TT
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B

The Fundament of Quantum Theory

B.1 Quantum Measurement

Quantum mechanics describes a quantum system by a state vector in
Hilbert space, which contains all information of the quantum system.
However, the state vector is not a quantity that can be directly observed
in experiments. It is necessary to introduce quantum measurement to ob-
tain observables. In quantum measurement, each observable corresponds
to a set of eigenstates and eigenvalues, and the result of observation
can only be one of these eigenvalues. Specifically, by decohering the
quantum system (degenerating to a classical system), the state also
collapses from the superposition state to a certain eigenstate, and the
observed result can be obtained.

The Born’s rule (also called Born rule) provides a link between the
mathematical formalism and experiment of quantum theory based on
the probabilistic interpretation of the wave function. It claims that the
measurement of a quantum system will produce the probability of a
given result. At a given time, the particle may appear anywhere. The
probability of the particle appearing at a certain point is determined by
Born’s rule. The wave function is the probability wave used to describe
this process, and the probability of appearing at a certain position
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depends on the size of the area covered by the wave function around
the position (the shaded part in Figure B.1).

A is an observable, represented by a self-adjoint operator on a
Hilbert space, and A has an orthonormal basis of eigenvectors e; with
corresponding eigenvalues ¢;, i.e., Ae; = ¢;e;. The Born rule states
that if the quantum system is in a state value ®, then the probability
P(A = ¢;|®) that the eigenvalue ¢; of A is found when A is measured
is (Landsman, 2009):

P (A= ¢;|®) = |(e;, ®)|? (B.1)

where (, )is an operation that represents the inner product.

AW
\/\/

A
\/\/\/

Figure B.1: Probability interpretation of the wave function: according to the
distribution of the wave function in the figure, the probability of particles appearing
around point A is the highest, the probability of appearing around point C' is very
small, and the particle cannot appear at point B.

Gleason’s theorem is an important theory in quantum logic, which
shows that in Hilbert space, the probability of obtaining a specific
result of a given measurement conforms to Born’s rule (Marinescu
and Marinescu, 2012). In the mathematical foundations of quantum
mechanics, Gleason’s theorem is proposed to determine all measures
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on the closed subspaces of a Hilbert space. This theory expresses all
measures on the closed subspace as a function u, which assigns a non-
negative real number to each closed subspace. If H; is a collection
of mutually orthogonal subspaces with closed linear span S (Gleason,
1957), then:

p(S) =3 p(A) (B.2)

where the function p can be obtained by selecting a vector v, and for
each closed subspace H, taking p (H) as the square of the norm of the
projection of v on H.

For a separable Hilbert space H with dimension at least 3, function p
is a measure on the closed subspace, then there is a positive self-adjoint
operator M:

() = tr (MPy) (B.3)

where Py is the orthogonal projection on H, which defines a measure
on the closed subspaces. M denotes the density operator.

The theorem gives a general method for measuring events in quantum
logic computations, that is, events in Hilbert spaces can be represented
by a self-adjoint operator (named density operator), and assures that
the intuitive notion of quantum state is perfectly grasped by the notion
of density operator (Dalla Chiara et al., 2007).

B.2 Quantum Interference

This experimental phenomenon strongly proves the wave theory (that
is, light has the characteristics of waves, so the nature of light is a wave).
This experiment has aroused wide attention in the physics community.
Albert Einstein proved that photons have wave-particle duality in the
early 20th century (Yang, 2005). The French physicist De Broglie further
promoted this theory and proposed the matter wave theory (De Broglie,
1923), which calculates the probability that a particle will appear at a
certain point in space by studying its fluctuations.

The process of quantum interference can be formalized by linear
algebra operations. Suppose [11) and |i3) are the quantum states
of particle passing through two slits A and B to reach the shield
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respectively. According to the principle of quantum superposition, the
quantum state measured by the shield is:

[) = c1 1) + c2 |ib2) (B.4)

where ¢1 and ¢y satisfy |c1|? + |e2|> = 1, and the probability of particles
reaching the shield is:

(W) = |ex]? (W1 |vh1) + |e2]? (walha) + crc (Walthr) +crcs (W1]h) (B.5)

where c1¢5 (Y2|11) + ci¢3 (YP1]12) is the quantum interference term,
which represents the interference effect between two beams of particles.

After Young’s double-slit experiment, researchers conducted a series
of variant experiments and observed more evidence of quantum theory.

In the interference experiment of single particle, the researchers
ensure that the source only emitted one photon at a time, and simulta-
neously open the slit A and slit B, the light and dark stripes can be
seen on the shield, resulting in the phenomenon of quantum interference.
This further proves that interference not only exists between particles,
but particles can also interfere with themselves. This experimental phe-
nomenon proves the principle of quantum superposition state, that is,
in the interference experiment this photon passes through both slit A
and slit B. These experiments led researchers to wonder, which slit did
the photon pass through? Therefore, the researchers placed detectors at
the two slits to try to detect the path of photons. However, the exper-
imental results found that after adding the detector, the interference
fringes disappeared. The reason was that the observations caused the
collapse of the superposition state, thereby destroying the interference
phenomenon. Quantum measurement is reflected in this experiment as
a bridge from micro to macro.



Full text available at: http://dx.doi.org/10.1561/1500000091

C

Quantum Many-body Problem and Neural
Network

Neural network and quantum many-body theory are faced with similar
problems and objects, that is to extract key features from a large
number of information (Zi, 2017). Neural network needs to extract
feature information from images or texts, and quantum many-body
theory needs to obtain the required particle characteristics from the
complex quantum system. Meanwhile, neural networks have strong
learning and representation ability, and quantum many-body has a
profound theoretical foundation, which inspires researchers to conduct
cross research on neural networks and quantum many-body.

C.1 The Challenges of Quantum Many-body Theory

The wave function is an effective tool to represent the quantum state, and
its information is proportional to the complexity of the quantum state.
Therefore, the sufficient coding of many-body quantum state requires
an exponential amount of information. However, in the case of fact, the
wave function describing many physical many-body systems only needs
limited information, so many researchers try to use a limited number of
quantum entanglement and a small number of physical states to solve the
representation of many-body quantum states (Verstraete et al., 2006).
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Currently, there are mainly two kinds of methods to solve the quan-
tum many-body problem. The first method is based on the numerical
approximation of wave function, such as the quantum Monte Carlo
method (Ceperley and Alder, 1986, Carlson et al., 2015). The second
method is to compress the quantum state effectively. Matrix product
state (White, 1992, Schollwoeck, 2011) and tensor network (Orus, 2014,
Verstraete et al., 2008) are both effective compression tools.

The above two types of solutions to quantum many-body prob-
lems are still not considered a universal solution, such as dynamics of
high-dimensional systems, precise ground state properties of strongly
interacting fermions, etc., have not been solved.

C.2 From Neural Network to Quantum Many-body

The Carleo and Troyer (2016) solution uses machine learning to simulate
quantum many-body wave functions and shows excellent performance
beyond numerical simulation methods. Given the quantum many-body
system S = (S1,Sa, ..., Sn) solution, we hope to obtain the many-body
wave function which can represent the amplitude and phase of S. The
core idea of Neural-Network Quantum States (NQS) is to use the U(s)
trained by neural network to approximate the system S. Here we discuss
the spin 1/2 quantum system by restricted Boltzmann machine (RBM).
Among them, RBM consists of N visible layers, corresponding to the
many-body configuration S; the input is multiplied by a weight matrix
Wi;; obtains M hidden layers corresponding to auxiliary spin variables;
and finally generates output through non-linear activation function. The
process is shown in Figure C.1.
The energy function of RMB is as follows:

EF=- Z a;V; — Z bjhj — Z wl-jvihj (Cl)
2 J

According to the Hammersley-Clifford Theorem, the quantum state
S can be expressed as:

(8 W) = 37 e e Bt T, Wi
h:

(3

(C.2)
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Figure C.1: Nerual Network Encoding Many-body System.

where h; = {—1,1}, S = (0{,...,0%), aj, b; and W;; are parameters
of neural network. In order to update network parameters, Equation C.2
can be changed to:

M
U (S;W) = €225 %5 x 11 2coshibs + > Wijo3] (C.3)
i=1 j
However, in the practical application, the state of the many-body
system is unknown, and the supervised learning method cannot be used
to solve W. Therefore, a reinforcement learning method based on the
variational principle is proposed. For a given Hamiltonian H, optimal
representation of the unknown ground state of H is solved by minimizing
the expectation value of the energy relative to the network weight W.
The expectation value of the energy can be expressed as:

E(W:<\I/M"H‘\I/M>/<\I/M’\I/M> (04)

There are also some novel works around the study of quantum
many-body theory based on neural networks:

o Gao and Duan (2017) reveals the close relationship between deep
neural networks and quantum many-body problems. This work
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first proves that any shallow neural network can not effectively
represent the general quantum many-body wave function. Next, it
is proved that the deep neural network can effectively represent the
quantum states generated by any quantum dynamics evolution,
indicating that the number of required parameters only increases
linearly with the number of particles and the evolution time. In
addition, this study also proves that the ground state of any
common physical system can be effectively represented by deep
neural network, and a deep learning algorithm is proposed to
calculate the wave function generated by the ground state or
quantum dynamics evolution.

o Using neural network to update the quantum many-body algo-
rithm, or propose a new algorithm. For example, using the idea of
machine learning to optimize the quantum Monte Carlo method
(Huang and Wang, 2017; Liu et al., 2017) and propose the cluster
updating algorithm (Wang, 2017).

C.3 From Quantum Many-body to Neural Network

The methods and ideas of the quantum many-body problem can also
promote neural network. The problem with neural network is its poor
interpretability and lack of strong theory to support the design and
optimization of neural network structure. The related work involves
the interpretation of neural networks from the perspective of physics
(Mehta and Schwab, 2014; Lin et al., 2017; Levine et al., 2017; Levine
et al., 2017), and the application of quantum many-body method in
machine learning (Stoudenmire and Schwab, 2016). In the field of neural
language modeling, language modeling techniques based on quantum
many-body have also been proposed (Section 3.3).
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Variants of Quantum Language Model

Many researchers focus on the further development of QLM, and have
derived many enlightening works which involve the application of quan-
tum theoretical properties in language modeling. This section introduces
the following work:

o Based on the equivalence between quantum entanglement and sta-
tistical Unconditional Pure Dependence (UPD) in post-measure-
ment configuration (Hou and Song, 2009; Hou et al., 2013), Xie
et al. (2015) proposed explicitly modeling quantum entanglement
in text by extracting UPD pattern.

o Zhang et al. (2018c¢) proposed a Golobal-convergence based Quan-
tum Language Model (GQLM) unsupervised sentiment analysis
approach, which proved the feasibility of quantum theory in senti-
ment analysis. Specifically, this work constructs density matrices
for dictionaries and documents, and employs the quantum rel-
ative entropy to judge the similarity between dictionaries and
documents.

e Most of the existing QLM models only query words without
considering query extensions in IR. Based on GQLM (Zhang et
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al., 2018c), Li et al. (2018a) proposed the Quantum Language
Model-based Query Expansion (QLM-QE) framework in order to

take more terms into modeling.

o In Blacoe et al. (2013), a novel semantic space model was proposed

to capture lexical meaning. Compared with Sordoni et al. (2013),

this model takes word order into account and quantum correlation

properties are also considered.

o Blacoe (2014) develops the Blacoe et al. (2013) method (i.e.,
learning density operators from dependency-parsed corpus) and
extends their model to complete sentences. In addition, the entan-

glement between syntactic relations in linguistic density operators

is analyzed.

 Basile and Tamburini (2017) proposed a QLM based on the uni-
tary evolution of a quantum state in time and applied to speech
recognition. It is worth noting that an ancillary system is proposed
in this work to avoid the disappearance of quantum effects at

complete collapse.
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Tensor Networks and Interpretability

E.1 Fundamental Connection between Tensor Network and Neural
Network

Based on the language representation of Section 3.3, Zhang et al. (2018b)
and Zhang et al. (2019a) further study the fundamental relationship
between tensor network and neural network in language modeling. Specif-
ically, the high-dimensional tensor decomposed by tensor decomposition
can derive the neural language models based on Convolutionnal Neural
Network (CNN) and Recurrent Neural Network (RNN).

E.1.1 The Representation of Tensor Network

The Tensor Network (TN) is an effective tool to solve the problem of
complex quantum system (Kohn, 1999). Its high dimensional tensors and
tensor decomposition are more suitable for the fitting and calculation
of complex systems. In this section, we introduce the basic concepts of
tensor networks and common decomposition methods.

Tensor networks can be represented by graphical representation.
As shown in Figure E.1, nodes represent algebraic objects and the
edges are different coordinates or indicators. Figure E.1(a) is a zero-
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(a) Zero-order tensor (b) First-order tensor
(scalar) (vector)

£ )

(c) Second-order tensor

(Matrix) (d) Third-order tensor

Figure E.1: The graphical representation of tensors.

order tensor, which can be considered as a scalar, Figure E.1(b) is a
vector, which represents first-order tensor, Figure E.1(c) is a matrix
and Figure E.1(d) represents a third-order tensor. The probability
amplitude of the quantum many-body wave function of Equation 3.17
can be expressed as a N-order tensor (Figure E.2).

Figure E.2: A N-order tensor.

Tensor Product and Tensor Contraction

Tensor product (represented as ®) is a basic operation in tensor networks,
which maps two low-order tensors to a higher-order tensor and expands
two vector spaces into a high-dimensional vector space. For example,
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the tensor product of two first-order tensors oy; € R™ and «a; € R? can
be obtained, where o; ® a;; € R™*™:

Q101 O om0
o Q@ aj = : : (E.1)
ai,laj,m e ai,maj,m

Here we can define the rank-one tensor, that is, if a n-order tensor

A can be written in the following form, then the tensor A is a rank-one
tensor:

A=a1®@az-- @ oy, (E.2)

If tensor B can be decomposed into the sum of n rank-one tensors,
then the rank of this tensor B is n.

There are two third-order tensor As,,; and Bj,, shown as Fig-
ure E.1(d). They have a same indicator j with d dimensions, then the
contraction between Ay,,; and By, is:

d
Dympq = Z -Asijqu (E.3)
=1
where the tensor Dgyy,, after tensor contraction is shown as Figure E.3.

N ()

Figure E.3: Tensor contraction.

Tensor Network States

At present, the common TN states used in Machine Learning (ML) are
Matriz Product State (MPS) (Liu et al., 2017), which is shown in Fig-
ure E.4, and Tree Tensor Network state (TTN) (Carrasquilla and Melko,
2017) demonstrated in Figure E.5. The legs connecting two objects are
virtual indicators, which can be seen as the rank after decomposition.
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T

Figure E.4: Matrix Product State (MPS).

)

Figure E.5: Tree Tensor Network state (TTN).

The physical indicators of tensor networks are represented by the open
legs connecting one object in Figure E.4 and Figure E.5.

The initial TN is random, so how to make the TN gradually and
correctly shrink to the state of approximate wave function is a problem
that must be solved. The TN algorithm to solve these problems and
adapt to ML is the variational algorithm, including Density Matrix
Renormalization Group algorithm (DMRG) (Wang, 2016), variational
PEPS (Bradde and Bialek, 2017), variational MERA (Carleo and Troyer,
2016) and Tensor Network Renormalization group algorithm (TNR)
(Bény, 2013).
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E.2 Tensor Network and Machine Learning

This section proposes why Tensor Network (TN) can be used for Ma-
chine Learning (ML). One is that the ML and TN have some common
points. The TN states can effectively approximate the main informa-
tion of quantum many-body wave function. It is worth noting that the
ML (e.g., deep learning) models use some parameters to fit unknown
and complex functions (Glasser et al., 2019). Both of them use lim-
ited parameters to fit or approximate an exponential function space
according to the prior knowledge of data. On the other hand, TNs are
the extension of probability graph models, which have similar proper-
ties with some classic probability models (e.g., Hidden Markov Model).
Moreover, end-to-end learning of deep neural network also inspires the
development of TNs, and TNs take theoretical interpretability for neural
network (Khrulkov et al., 2018; Levine et al., 2019).

Currently, TN and ML have established close connections. Tensor
network machine learning models can be divided into two kinds, which
are tensor network states (Stoudenmire and Schwab, 2016; Cheng et
al., 2019) and mixed models between neural network and tensor net-
work (Gao et al., 2020). Similarly, tensor network machine learning
algorithms can directly deploy on quantum hardwares to solve some
problems in physics and mathematics.

Stoudenmire and Schwab (2016) were the first to use TN (i.e.,
MPS) model ML tasks (i.e., image recognition). In order to transfer
the TN to ML image domain, the work constructed the wave function
representation of the image. Let a pixel be a particle in a many-body
system, then a wave function with N pixels is expressed as follows:

PN () = D% (21) ® PP (w2) @@ PNV (zy)  (EA)

If the basic vector dimension of a pixel is d(d > 1), then a picture is
represented by a high-order tensor of d”¥ dimension. But in an image, a
pixel has a single value, that is, its basis vector dimension is 1. Therefore,
researchers need to construct the superposition state representation of
the pixel to map to the high-dimensional space. The mapping of a single
pixel is called local feature mapping. There are many ways of feature
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mapping and the mapping used in Stoudenmire and Schwab (2016) is:
% (x5) = [cos(Fx; ), sin(Fz; )]

This kind of local mapping satisfies that the sum of squares of probability

amplitude is 1, but it does not need to be so strict in practice.

As shown in Figure E.6, suppose that the data has ¢ tags, then the
output of the model, also known as the decision function of the model,
can be defined as:

Fix) = W @(x) (E.5)
where ¢ is a ¢-dimensional vector. they use W¥ to represent an abstract
supervised model, which is a mapping from a d" dimensional vector to
an /-dimensional vector.

I f { {
| e .
CB CB <g CB é) (x) ow @

Figure E.6: The decision function f* (x) is defined by the contraction of W* and
specific input ®(x) . The label £ of maximum value of f° (x) is the label of x
predicted by the model.

If W is represented by a higher-order tensor, the size of the pa-
rameter tensor is N, - dV, where N, is the number of tags, then it is
unrealistic to calculate this tensor strictly.

Therefore, an efficient approximation method is needed to optimize
the tensor. This method is to approximate a higher-order tensor by a
tensor network composed of a set of low-order tensors, which can be
approximated by a MPS.

We gy = 3 ABLAGI® L AG0%TL L gan— (E.6)
{a}

For this model, the dimension of the output vector ¢ is equal to the
number of tags. For MPS, its output position is not fixed. In actual
training, it is usually output at % of MPS length.

The loss function proposed is Cross Entropy, and the MPS opti-
mization algorithm is a DMRG like algorithm. MPS is optimized and
updated by DMRG like algorithm.
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In the actual training process, they chosen to control the size of
MPS by setting the bond dimension of hyper-parameter, and use the
back propagation method of neural network to train.

E.3 Matrix Product Operators for Sequence to Sequence Learning

In physics, MPS are used to represent wave-functions, probability dis-
tributions or density matrices as a product of tensors. As an extension,
Matriz Product Operators (MPO) can represent quantum mechanical
operators that map an MPS to another one. Since MPS can give an
accurate description of correlations between distant parts of a system
(like a sequence), MPO can be used to do sequence to sequence predic-
tion. Guo et al. (2018) trains an MPO which can accurately reproduce
the transformation from input vectors to output vectors, and apply to
sequence to sequence prediction.

The MPO here is able to generate a sequence of L labels given
another one of the same length. If it is stated as mapping between
vector space X and ) that is:

i = [ (%) (E.7)

where Z; and g; is vector in X and ). The MPO would try to provide
an accurate approximation 37; to the exact vector ;.

The probability of a given sequence of integer numbers (i.e., P(5))
can be written as:

P(E) = Z Mgol,alMgiaz e Mgllj—lyaL (E8)
ag,--,aL
where & = (01,09,...,0L), 07 describes local degree of freedom with

total number is d, and «; is auxiliary degree of freedom which takes
correlations between different states into account. a; is also known as
“bond dimension” D, the larger the more accurate is the probability
distribution. So, input and output sequence can both be fit into MPS,
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then an MPO Wg is applied, where 7 is a sequence of output integers.
The MPOs can be parameterized by a product of 4-dimensional tensors:
Wi= > Wil WORR W, (E9)
b0,b15+-5bL

The first step to train an MPO is to convert sequence to MPS. The
input and the output sequences may belong tp different spaces. Fach of
input sequence item can be reprensented as a vector of finite size d and
d’ for output. In this way, each input sequence #; can be mapped into a
product MPS of physical dimension d:

f’i — X’Lo- = Z Xlo.(llo,alXZo?Ll az ngéL 1,071, (E]‘O)

ag;-.-,ar,
noted that the different ¢ index of X; él aris corresponds to different

sequences. Similarly, each output %; can be mapped into a MPS:

i = YiT - Z Y:éo 1 17621702 ’ YZCLLA,CL (E'H)

C05---5CL
Thus, multiplying an MPS by an MPO can produce another MPS:
- WLZT:XZ{I - Z }72'?—510,51 T zjéLLflﬁL (E'12)

€0y-++sCL

where ¢; is a new auxiliary index given by ¢; = (ay, b;) on site [, and the
MPS of site [ is:

z Cl 1,C1 Z l;)l-l’:l,bl zal 1,07 (E13)

A cost function C(WZ) can now be defined as:

N
o vt _yv Y (v vF
C(We) = ; (V7 =) (v =) (E.14)

+atr (W;T W;)
where the last term with the coefficient o regularizes the MPO. More-
over, an iterative approach are used that transform a global minimiza-
tion problem into many local minimization problems via an iterative
procedure.
aC(W)

=0 E.15
oW (E.15)
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Figure E.7: Training phase and prediction phase of MPO for sequence learning.
The trainable MPO W7 is used in prediction phase to transform Xy to Y} .

The minimization procedure is taken place from site [ =1 to [ = L and
backward which is referred, in many body physics, as sweep. A linear
solver can be used to compute the local optimal tensor Wg lj’ b The
sweeps are repeated until a maximum k,,ax or until the cost function
converges to a previously determined parameter ¢;.

As shown in Figure E.7, once the MPO has been trained, it is
possible to use it to make predictions. In order to do so, first the input
sequence is converted into an input MPS. This MPS is then multiplied
with the trained MPO, and this results in the output matrix product
state l_/f. First, approximate the output MPS with an MPS of bond
dimension D = 1. Then, the MPS with bond dimension D = 1 is
converted to a sequence by reversing the way in which, in precedence, a
sequence x; (or ;).
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E.4 Uniform MPS for Probabilistic Sequence Modeling

In contrast to previous models built on the fixed-size MPS tensor
network where the model is parameterized by a fixed number of core
tensors, the uniform matrix product state (u-MPS) model (Miller et al.,
2021) is parameterized by a single core, making itself recurrent in nature
and able to evaluate and sample strings of arbitrary length. Specifically,
the u-MPS is a recurrent-style factorization parameterized by a single
core tensor A of shape (D,d, D), along with a pair of D-dimensional
boundary vectors a and w. Given these components, one can generate
nth order tensors 7, € Kgn. Particularly, letting A(s;) denote the D x D
transition matrix obtained by fixing the middle index of A to s; € [d],
then the elements of 7, are given by:

T (51,89, 8n) = Al A(s1) A(s2) - Al(sp)w. (E.16)

Given the notation A(s) = A(s1)A(s2)...A(s,) to indicate the
transition matrix appearing in Equation E.16, thus it can be thought
as the u-MPS learned representation of an arbitrary string of length
n: § = $182...5,. In NLP tasks, A(s) can be used for downstream tasks,
where compositional representation of text which has arbitrary length
are needed.

u-MPS is suitable to model functions of sequences because tensor
T,, can represent outputs of the model on any sequence of n symbols
from an alphabet set 3 = [d]. To take an approach inspired by quantum
mechanics which ties deeper with tensor network, Miller et al. (2021)
chooses to construct with Born machine architecture. That leads to
map an nth order tensor 7, to a probability distribution over length-n
sequences via:

P (s1,52,...,82) = |Tn (51,59, ..,50) > / Zn. (E.17)

This rule ensures P (s1, S2, .. ., S,) sums to 1 over all sequences of length
n. As shown in Figure E.8, although computing the normalization factor
Z, is intractable for arbitrary tensor 7, it can be exactly and efficiently
computed when it is parameterized by an MPS.
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Figure E.8: The normalization factor Z,, is given by the sum over all unnormalized
probabilities P, (s1, $2, ..., $n), which can be expressed as a tensor network diagram.

If u-MPS is used in place of a finite-size MPS, equation can be
modified as:

~ 2
Po(s) = Bo(s)/2 :‘oﬂA(s)w‘ /2

, _ (E.18)
= [T A(s1) A(s2) -+ Alsn) | /20

That means sentence s is represented of a recurrent tensor A(s), and
the normalization factor Z,, = Ysexn P, (s) can be computed exactly.

E.5 Tensor Networks and Interpretability

E.5.1 The Background of Interpretability

Faced with practical problems, most models based on ML use a large
number of input-output data learning algorithms, and then use the
learned algorithms to predict the output of unlearned data. Although
this learning paradigm realizes the end-to-end training, there is no doubt
that it also hides a lot of learning details, which hinders the performance
improvement and application feasibility of the model. Lipton (2016)
proposes that the study of interpretability is helpful to:

o Reveal the causality in observational data.
e Enhance the Transferability of the model.

¢ Provide more useful information for users.
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Specifically, the interpretability of current models mainly includes

two aspects: transparency and post hoc interpretability.

E.5.2

Transparency. How does the model work? This part of the research
focuses on the self-explainability of components through some
mechanisms in the designing phase of the model, enriching the
understanding of the working mechanism of the model in different
stages and tasks.

Post hoc interpretability. What else can the model tell me? For
some opaque models, the prediction results can be analyzed by
some common post hoc interpretation approaches (for example,
natural language explanations, visualizations of learned represen-
tations or models, and explanations by example), so as to provide
useful information for users.

Interpretability Research Based on Tensor Networks

It is worth noting that the research on the interpretability based on TN
belongs to the field of exploring model architecture (i.e., transparency),
which derives from the theoretical interpretability of TN, which is mainly

reflected in the following:

TN is based on matrix decomposition algorithm (Golub and
Reinsch, 2007), which makes TN discard unimportant data in
principle when data compression.

TN is a probability model, and its optimization method is linear
calculation, which is more interpretable than neural network.

In TN, quantum entanglement entropy can be used to calculate
the expression ability of TNs, which means that it is of theoretical
significance to adjust the structure of TNs, such as the hierarchy
or dimension of TN.

CNN (Kalchbrenner et al., 2014) and RNN (Schuster and Paliwal,
1997) have been successfully applied in language modeling and are
surprisingly efficient at solving practical tasks, but the theory behind this
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Figure E.9: Recurrent neural architecture corresponding to the Tensor Train
decomposition.

phenomenon is only starting to catch up with the practice. Specifically,
how to obtain the inductive bias of the network through the data prior,
so as to effectively guide the network structure design, is one of the
important issues that researchers pay attention to. The second is how to
quantify the expressive ability of neural networks, and compare different
network architectures through expressive ability, so as to choose a better
network architecture.

In some works (Cohen and Shashua, 2016a), TNs are used as effective
algorithms for measuring the expressive ability of different neural net-
works. Deep convolutional networks corresponding to the Hierarchical
Tucker (HT) tensor decomposition has been proven to have exponen-
tially higher expressive power than shallow networks corresponding
to the CP-Networks. Then, Khrulkov et al. (2018) proved that the
expressive power for RNNs corresponding to the Tensor Train (TT)
decomposition shown in Figure E.9 is higher than shallow convolutional
networks. Finally, based on the theoretical analysis of CP-Networks,
HT-Networks and TT-Networks, the work systematically compared the
expressive powers of deep CNNs, shallow networks and RNNs. The
comparison results of expressive power is shown in Table E.1.

Table E.1: Comparison of the expressive power of various networks. Given a network
of width r (the rank of tensor decomposition), specified in a column, rows correspond
to the upper bound on the width of the equivalent network of other type.

TT-Network HT-Network CP-Network

TT-Network r rleg2(d) /9 r
HT-Network 72 T r
CP-Network > rs > rs r
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Deep CNN models display exciting effects for various machine learn-
ing tasks. But it still has some problems, such as the hyper-parameters
setting about convolution channels. Levine et al. (2017) established
the basic connection of quantum information and deep CNN to prove
the setting of channels in each convolution layer satisfying their effects
in overall inductive bias which reflects network’s prior knowledge or
expressive ability. Based quantum entanglement entropy and graph
theory, the inductive bias of the neural network can be calculated. That
is, the channels of each layer could be sure.

First, they proved the equivalence between quantum many-body
wave function and a deep Convolutional Arithmetic Circuit (ConvAC).
The projection of the many-body quantum state ¥ onto the product
state |¢) is written as:

M N
W) = 3 AL ] o)
di,..,dny=1 Jj=1 (Elg)

M
= Z ’Azl...dNAZf...dN (.’L'l, s ,.’L‘N)

di,edy=1

After proving the equivalence between the projection of many-body
wave function and ConvAC, we will describe the measures of entangle-
ment and correlations in Hilbert spaces, which can be used to calculate
the inductive bias to measure the expressive ability of tensor networks
in Levine et al. (2017).

There is a many-body system divided into two subsystems with
entanglement, which A = {a1,...,a,4} and B = {b1,...,bp}. The
Hilbert spaces of the system and subsystems are H, H*, H?, respectively,
with H = HA @ HE. So the wave function of the many-body system is:

dim(HA) dim(HB)
)= > Z (1Al 4,8)0,8/T5) @ [T5) (E.20)
a=1

After a singular value decomposition on ||A|| 4,5, the |U) is:

=" Xalda ® |oF (E.21)
a=1
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(a) Interleaved partition (b) Left-right partition

Figure E.10: Long-range correlations and short-range correlations.

where A\ > ... > A, are the singular values of || A||4,5. So the entangle-
ment entropy can be defined as S = — 3", [Aa|2 0|\l

Levine et al. (2017) proposed an example about images to explain
the entanglement and correlations. As shown in Figure E.10(a), the
interleaved partition and (b) is the left-right partition for an 8 x 8
example. These two images respectively represent the long-range cor-
relation and short-range correlation between pixels. In order to guide
ConvAC to learn different correlations more interpretably, the underly-
ing assumption (inductive bias) is that the setting of properties in the
network structure (e.g., the depth of the network and the number of
channels in the network) directly affects the ability of the model to learn
different correlations. First, the inductive bias is achieved by converting
ConvAC into a tree-tensor network structure. Specifically, the number
of channels in ConvAC can correspond to the rank of the tree tensor
network, where short-range entanglement (correlation) is related to the
rank of the shallow layer, and long-range entanglement (correlation) is
related to the rank of the deep layer. The larger the rank, the stronger
the correlation. Then, the inductive bias is used to set the convolution
channel of each layer, that is, for data with different correlations, the de-
sign of the corresponding network structure is guided by the maximum
flow/minimum cut theory. The specific derivation process is as follows.
Then, the inductive bias is leveraged to set the convolution channel of
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Figure E.11: A direct consequence of the figure is that for data characterized by
short ranged correlations it is best to increase the number of channels in the lower
layers, while for data characterized by long ranged correlations the channels in the
deeper layers are important in order not to have ‘short-cuts’ harming the required
expressiveness of the function realized by the network.

each layer, and according to the correlation between pixels, the design of
the corresponding network structure is guided by the max-flow/min-cut
algorithms. The specific derivation process is as follows.

As shown in Figure E.11, Levine et al. (2017) have presented a
translation of the computation performed by a ConvAC to a TN. The
convolutional weights are arranged as matrices (two legged nodes) placed
along the network, and the same channel pooling characteristic is made
available due to three legged ¢ tensors in a deep network, and an N +
1 legged ¢ tensor in a shallow network. Finally, and most importantly
for their upcoming analysis, the bond dimension of each level in the
TN representing the ConvAC is equal to r; , which is the number of
feature maps (i.e., the number of channels) comprising that level in the
corresponding ConvAC architecture. So the neural network’s inductive
bias can be calculated, and the last question is “how to distribute the
number of channels in a deep network”.

Max-flow/min-cut algorithms reveal that different layers of tree-
tensor networks (or ConvACs) can capture different ranges of informa-
tion and correlations in data representations. For datasets with features
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of feature size D (e.g., in a two-dimensional digit classification task, it
is the size of the digit to be classified), partitions of such length scale
€ < D are guaranteed to be in any input position placed different parts
of the elements. However, in order to correctly perform the classification
task of this feature, a fine-grained function must be implemented by the
network to model the strong dependencies between its different parts.
As mentioned above, this means that the network must support a highly
entangled metric associated with that partition, which they can then
describe in terms of minimal cuts in the TN graph.

Summarizing the above arguments, for a ConvAC with pooling
window size 2, if the feature size is D, the number of channels up to
layer | = [log2D] is more important than the number of channels in
deeper layers. In natural images it may be difficult to pinpoint the most
suitable feature size D, the proposed experiments demonstrate that the
theory established above for deep ConvAC can better characterize the
input correlations most relevant to the task at hand, and is suitable
for some joins ConvAC architecture for nonlinear functions (e.g., ReLU
activation and pooling). Overall, the above work has two advantages in
understanding deep convolutional network models:

e Through a common underlying tensor structure, theoretical con-
nections are established between deep convolutional networks
and quantum many-body wave function functions, which helps to
measure the expressive power of deep networks to model complex
correlation structures of their inputs using quantum entangle-
ment. For example, leveraging entanglement entropy to model the
intricate correlations structure between the two sides of an image.

e Deep convolutional networks can be constructed based on tensor
networks, enabling researchers to perform graph-theoretic analysis
on convolutional networks. The design satisfies the inductive
bias between network expressiveness and hyper-parameters. For
example, the setting of channels in each convolution layer satisfying
their effects in overall inductive bias which reflects prior knowledge
or expressive power of the network.
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Monoidal Categories and Diagrams

In the work of Coecke et al. (Coecke, 2007; Clark et al., 2008; Coecke
et al., 2010; Zeng and Coecke, 2016; Coecke et al., 2020), the monoidal
categories represents an intuitive operational interpretation and a purely
diagrams. A monoidal category C repquires to obey the following
axioms:

o A family |C| of objects:

— for each ordered pair of objects (A, B) a corresponding set
C(A, B) of morphisms; it is convenient to abbreviate f €
C(A,B) by f: A— B;

— for each ordered triple of objects (A, B,C'), and each f :
A — Band g : B — C, there is a sequential composite
go f: A— C; we moreover require that:

(hog)of=ho(gof) (F.1)

— for each object A there is an identity morphism 14 : A — A;
for f: A — B we moreover require that:

fola=f and lgof=1f (F.2)

169
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o for each ordered pair of objects (A, B) a composite object A ® B;
we moreover require that:

(A B) C=A® (B®C) (F.3)

e A unit object I satisfies:
I@A=A=Ax] (F.4)
o for each ordered pair of morphisms (f : A — C,g: B — D) a

parallel composite f ® g: A ® B — C ® D; we moreover require
bifunctoriality, that is:

(91 ®g2) o (f1® f2) = (g10 f1) @ (920 f2) (F.5)

1 1 1 1

v o4 -

- H - H

Figure F.1: The diagrams for monoidal categories.

If we think of the objects as types of system, and the morphism
f: A — B as a process which takes a system of type A as input and
a system of type B as output. For more information, please refer to
Coecke (2006).

In the graphical calculus for monoidal categories we depict mor-
phisms by boxes, with incoming and outgoing wires labelled by the
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corresponding types, with sequential composition depicted by connect-
ing matching outputs and inputs, and with parallel composition depicted
by locating boxes side by side (Figure F.1).
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