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ABSTRACT
Whether we like it or not, deceptive communication is an
ever-present aspect of personal interactions, and it should
come as no surprise that it is deeply embedded in communi-
cation over computer-mediated means. Researchers in the
field of information systems have studied deceptive com-
munication for decades, borrowing theories from referent
fields and ultimately developing their own. As the technol-
ogy involved progresses and becomes more sophisticated,
the manner in which deception is manifested online also
becomes more complicated and the consequences become
more severe, leading to renewed calls for research in this
area.
This monograph reviews the theoretical foundations found in
past IS research on computer-mediated deception, highlight-
ing key studies that have contributed to our understanding
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of attempts to deceive others. The discussion then examines
new directions that research should take in the hopes of
inspiring more work in this critical area.
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1
Introduction

For as long as people have communicated, they have had the opportunity
and the ability to lie to each other. Though much of early human history
is unrecorded, instances of deception exist throughout the historical
record, from Ramesses telling the Egyptian people that his loss in the
Battle of Kadesh was actually a great victory, to the Watergate scandal
that brought the Nixon presidency to an end. Deception does not
necessarily have to be judged as immoral; in fact, much of polite society
could not exist without friends and family telling “white lies” to each
other. As Oscar Wilde once wrote, “Deceiving others . . . that is what
the world calls a romance.” But more often than not, deception tends
to be resented by the people who are targeted by the communication,
whether verbally or in written form.

The emergence of information systems (IS) as a practical modality for
communication brought along the potential for deceptive communication.
Almost immediately, researchers in the field of information systems saw
the need to understand how computer-mediated deception was similar
to verbal and written deception, as well as a mission to determine
how best to detect deception when it occurs online. In the very first
issue of MIS Quarterly, Jenkins and Johnson (1977) recommended that

3
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4 Introduction

systems users establish a baseline pattern of language and behavior with
a communicative partner in order to perceive adaptive behaviors that
signal the possibility of deception. A few years later, the first meeting of
the International Conference on Information Systems featured a number
of presentations on research methods, with some warning to be wary of
the presence of deception when conducting interviews (Turner, 1980).
Over the next few decades, the field of information systems research
slowly began focusing on deceptive information and communication,
including studies on how group members can take advantage of online
communicative channels to deceive others (Burke and Chidambaram,
1999) and on how training may help alert decision makers toward false
information hidden in data repositories (Biros et al., 2002). As research
progressed, theories developed in referent fields like communication and
criminology drifted into mainstream IS research, leading to a deeper
understanding of how computer-mediated communication can both
help and hinder people with goals to deceive others. This monograph
reviews much of the literature that has been presented and published
in information systems research outlets since those early days.

We would be remiss if we failed to discuss the consequences of
allowing deceptive communication to be transmitted unfettered. As this
monograph will lay out, there are many types of computer-mediated
deception, some criminal and some not. Social engineering alone is
estimated to cost individuals and businesses hundreds of millions of
dollars a year (Quader and Janeja, 2021). There are also non-pecuniary
losses to consider. Within organizations, whose very existence relies
on computer-mediated communication, deception can undermine trust,
internal relationships, decision-making processes, and task performance
(Fuller et al., 2011; George et al., 2023). Prospective customers and
business partners may not know whether to put stock in feedback,
reviews, or “word of mouth” about a particular organization (Greyson
and Costello, 2021). The amount of trolling, catfishing, and astroturfing
found online continues to increase year after year, with many believing
that these forms of deception will eventually erode faith in cultural
and societal foundations that have been taken for granted for centuries
(Kim and Dennis, 2019).
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1.1. Definitions of Deception 5

Accordingly, the two purposes of this monograph are to review
previous research lying at the intersection of deception and computer-
mediated communication and to examine future directions that this
research may be attuned to. Deception is a universal phenomenon, one
that is part and parcel to human interaction and one that naturally
interests both researchers and laypeople alike. While the popular press
has covered extreme instances of deceptive online communication when
it occurs (e.g., Martineau, 2019), and social media sources provide
it attention at various times (e.g., Wang, 2023), scientific theorizing
and experimentation in this area has been undertaken for decades and
continues to evolve as the technologies and methods change with time.
As new varieties of online deception attract new researchers to the
research effort, particularly within the field of management information
systems, reviewing where the research stream originated and where
it appears to be heading could be enlightening to those who hope to
engage further with the topic.

This monograph is organized as follows. Following discussion defining
and contextualizing deception within the field of information systems
research, we review some of the prominent theories that have helped
inform studies on the topic. This includes seminal theories developed in
the field of communication and other referent disciplines and IS theory
that has helped explain deceptive communication and its detection
across computer-based modalities. Key findings and implications from
across research disciplines are reviewed. Then, the incidence of deceptive
communication across generations of media and technology platforms is
discussed. Finally, the monograph concludes with an overview of poten-
tially important research gaps and a call for interested researchers to
continue investigating deception in computer-mediated communication,
in whatever forms that may evolve into with time.

1.1 Definitions of Deception

Before proceeding with a review of research investigating deceptive
communication transmitted through the use of information systems, it
is imperative to define the term deception itself. It has been defined by

Full text available at: http://dx.doi.org/10.1561/2900000035



6 Introduction

many researchers in a variety of communicative contexts, but at their
core, the definitions often share some commonalities.

An example of the general definition of deception is that described by
Buller and Burgoon as “a message knowingly transmitted by a sender to
foster a false belief or conclusion by the receiver” (Buller and Burgoon,
1996, p. 205). The key word in this definition is “knowingly,” as the
intention of the communicator matters. Honest mistakes and accidental
phrasing often occur, but the intent to mislead others separates decep-
tive communication from mistaken communication. The definition also
suggests that the false message has been strategically designed to fool
the message receiver, ruling out intentionally transparent messaging
with little chance of success. Instead, deceptive communication inten-
tionally presents inaccurate information as true and utilizes strategic
choices like fabrication, selectivity, oversimplification, and omission of
information (Miller and Stiff, 1993).

Levine (2001) adds more nuance to the definition by questioning
whether deception is dichotomous or continuous. In other words, de-
ception is commonly treated as being completely present or completely
absent based on whether the intent is to mislead and whether the
message has been designed with that intent. Instead, Levine argues,
deception should be thought of as multidimensional based on how the
information being presented has been manipulated. A message could
contain 100 percent false information, or it could feature half truthful,
half false information while still maintaining the same intent. This
consideration has led many researchers to opt for study participants
to assess the truthfulness of a message along a continuous scale rather
than a dichotomous, all-or-nothing judgment.

Other definitions attempt to take the context of the deception into
account, thereby introducing potential boundary conditions to the defini-
tion. One example is altruistic deception, which involves “circumstances
in which lying is perceived as an act of kindness and love, such as when
a lie might spare another person pain or suffering” (Kaplar and Gordon,
2004, p. 489). This type of deception appears to be most commonly as-
sociated with close interpersonal relationships in which one party hopes
to spare the other person some pain by withholding the truth. In such
cases, Kaplar and Gordon recommend referring to altruistic deceivers as
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1.1. Definitions of Deception 7

“lie tellers” rather than the harsher pejorative “liar.” Another context
receiving recent attention is whether the technology itself, in particular
artificial intelligence, is capable of knowingly transmitting deceptive
communication. As part of a larger debate around anthropomorphizing
artificial agents, this subset of deception research challenges the tra-
ditional definitions of deception by questioning whether AI can truly
form intentions to deceive others (Masters et al., 2021).
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