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Abstract

Robot vision refers to the capability of a robot to visually perceive the
environment and use this information for execution of various tasks.
Visual feedback has been used extensively for robot navigation and
obstacle avoidance. In the recent years, there are also examples that
include interaction with people and manipulation of objects. In this
paper, we review some of the work that goes beyond of using artificial
landmarks and fiducial markers for the purpose of implementing vision-
based control in robots. We discuss different application areas, both
from the systems perspective and individual problems such as object
tracking and recognition.
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1

Introduction

For many living species, not least in the case of humans, visual per-
ception plays a key role in their behavior. Hand–eye coordination abil-
ity gives us flexibility, dexterity, and robustness of movement that no
machine can match yet. To locate and identify static, as well as mov-
ing objects, to determine how to grasp and handle them, we often rely
strongly on our visual sense. One of the important factors is our abil-
ity to track objects, that is, to maintain an object in the field of view
for a period of time using our oculomotor system as well as head and
body motions. Humans are able to do this quickly and reliably without
much effort. It is therefore natural to expect that the artificial cogni-
tive systems we aim at developing will, to a certain extent, be able to
demonstrate similar capabilities.

Robot vision refers to the capability of a robot to visually perceive
the environment and interact with it. Robot vision extends methods of
computer vision to fulfill the tasks given to robots and robotic systems.
Typical tasks are to navigate toward a given target location while avoid-
ing obstacles, to find a person and react to the person‘s commands, or
to detect, recognize, grasp and deliver objects.

Thus, the goal of robot vision is to exploit the power of visual sensing
to observe and perceive the environment and react to it. This follows

1
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2 Introduction

the example of humans. It has been found that more than half of the
human sensory cortex is attributed to seeing. Computer vision attempts
to achieve the function of understanding the scene and the objects of
the environment. With the increasing speed of processing power and
progress in computer vision methods, making robots see became a main
trend in robotics.

There, however, remains a fundamental difference between com-
puter vision and robot vision. Computer vision targets the understand-
ing of a scene mostly from single images or from a fixed camera position.
Methods are tailored for specific applications and research is focused on
individual problems and algorithms. On the other hand, robot vision
requires to look at the system level perspective, where vision is one of
several sensory components that work together to fulfill specific tasks.
This property of the robotic system is also referred to as embodiment,
where similar to biological systems the properties of the body shape
the tasks of perception. Vision is used as a mean for the robot to act in
and interact with the world–a robot system perceives to act and acts
to perceive. Hence, visual processing is not an isolated entity, but part
of a more complex system.

The future expectation is that robots will become ubiquitous. To
robustly and safely interact with the world, robots need to perceive and
interpret the environment so as to achieve context awareness and act
appropriately. In general, we want to equip robots with minimal infor-
mation in advance and get them to gather and interpret the necessary
information required for execution of new tasks through interaction
and on-line learning. This has been a long-term goal and one of the
main drives in the field of artificial cognitive systems development. As
an example, for a service robot that is to perform tasks in a human
environment, it has to be able to learn about objects and object cate-
gories. However, the robots will not be able to form useful categories or
object representations by being a passive observer of the environment.
They should, like humans, learn about objects and their representations
through interaction.

Vision has been used in robotic applications for more than three
decades. Examples include applications in industrial settings, service,
medical, and underwater robotics, to name some. In this paper we
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1.1 Scope and Outline 3

review some of the aspects of robot vision from early beginnings to
more recent works. We concentrate in particular on attempts of devel-
oping active vision systems and examples where visual processing is
considered as a primary aspect of the work rather than just a neces-
sary input to the control loop.

There are many characteristics in common in computer vision
research and vision research in robotics. For example, the Structure-
and-Motion problem in vision has its analog of SLAM (Simultaneous
Localization and Mapping) in robotics, visual SLAM being one of
the important topics. Tracking is another area seeing great interest in
both communities, in its many variations, such as 2D and 3D tracking,
single and multi-object tracking, rigid and deformable object tracking.
Other topics of interest for both communities are object and action
recognition. In the subsequent sections, we will discuss the differences
in more detail.

1.1 Scope and Outline

Visual feedback enables robots to interact with the environment in
various ways. In some cases, visual feedback is used for navigation and
obstacle avoidance, while more complex examples include interaction
with the user and manipulation of objects. The simplest interaction
that can occur between a robot and an object may be to, for exam-
ple, push an object in order to retrieve information about the size or
weight of the object. Here, simple visual cues providing approximate
3D position of the object may be sufficient. A more complex interac-
tion may be to grasp the object for the purpose of gaining the physical
control over the object. Once the robot has the object in its hand,
it can perform further actions on it, such as examining it from other
views. Information obtained during interaction can be used to update
the robots representations about objects and the world.

In cases where visual feedback is input for robot localization, map-
ping, or obstacle avoidance algorithms, extraction of low level visual
features such as corners, interest features such as SIFT [132], or opti-
cal flow may be sufficient. Hence, visual feedback facilitates only state
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4 Introduction

estimation step and no advanced reasoning is needed to explain what
is really happening in a video sequence.

For the applications we envision in the future, this is not enough.
We need vision systems that are able to provide adequate information
no matter if the system is to manipulate an object or interact with a
human. We need systems that understand what they “see” according to
known or autonomously acquired models: these systems must perceive
to act and act to perceive. An example may be a robot that enters a
room, detects a table from a few meters distance, localizes a number
of objects on it, and shifts it gaze toward each of them to obtain a
more detailed foveal view of the whole or parts of an object. This infor-
mation can then be used to either approach an object for picking it
up or for storing the information about typical object positions in the
environment. The processes that are necessary here are figure-ground
segmentation and attention–these are commonly not considered in spe-
cific applications of object tracking or recognition.

Thus, the nature and level of detail of the extracted visual informa-
tion depends on several factors: (i) the task a robot system is required
to accomplish, (ii) number and position of visual sensors, (iii) required
processing rate and (iv) indoor/outdoor environment, to name some.
In this paper, we discuss different applications of visual input, both
from the systems perspective and individual problems such as object
tracking and recognition. This is structured as follows.

The discussion starts with Chapter 2, where we give an overview
of methods from the early days and the use of vision in industrial
applications (Section 2.1) to more recent trends in robot vision taking
into account findings from biology, neuroscience, and cognitive science
(Section 2.2). As last part of this section we stress the importance of
considering not only individual functions in robot vision but also robot
vision systems.

A tentative model of a robot vision system is shown in Figure 1.1.
The overview aims at indicating that, at this rather abstract level of
description, a robot vision system fulfills three major functions: naviga-
tion, grasping, and Human Robot Interaction (HRI). The interplay of
these functions depends on the task. For example, navigation is today
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1.1 Scope and Outline 5

Fig. 1.1 Block diagram of the main tasks of a robot vision system: navigation, grasping

and Human Robot Interaction. The numbers refer to Sections. Yellow indicates Chapter 3
“What works” and red indicates Chapter 4 “Open challenges”. Please see text for more

details.

considered a largely solved problem with methods suitable for appli-
cations and advanced topics open to research. Thus, in Chapter 3 we
present aspects of robot vision for which robust performance has been
achieved. This is indicated by boxes colored in yellow in Figure 1.1.
In Chapter 4 we review the open challenges that are still considered
unsolved (indicated in red) and more related to formalizing the seman-
tics of robot tasks and binding them to grasping and HRI. Finally, the
review ends with a discussion and a short outlook in Chapter 5.

We note that the strict sequence of functions in Figure 1.1 is only
for clarity. There are several approaches that combine functions and
establish direct links that are not shown. Other functions, such as adap-
tation of functions to specific tasks or learning are also not explicitly
given, may apply to several of the blocks, and will be mentioned when
appropriate.
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