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ABSTRACT

Real-world problems are often formulated as diverse prop-
erties of different types of dynamical systems. Hence prop-
erty verification and synthesis (i.e., enforcement) have been
long-standing research interests. The motivations of writing
this monograph lie in two aspects. First, we will develop
an open-loop property enforcement framework for discrete-
event systems. Second, we will propose a new model — la-
beled weighted automata over monoids.

The supervisory control framework initialized by Ramadge,
Wonham, and Lin in the 1980s provides a closed-loop prop-
erty enforcement framework for discrete-event systems which
usually consist of discrete states and transitions between
states caused by spontaneous occurrences of labeled (i.e.,
partially-observed) events. This framework can be fully re-
alized in labeled finite-state automata (LFSAs). Plenty of
theoretical and applied results under this framework have
been obtained during the past three decades. However, there
are several drawbacks in this framework which restrict the
application of the framework to large-scale systems, e.g.,
all enforceable properties can be enforced in LFSAs in at
least exponential time, showing that the enforcement algo-
rithms in this framework do not scale well; this framework

Kuize Zhang (2023), “A New Framework for Discrete-Event Systems”, Founda-
tions and Trends® in Systems and Control: Vol. 10, No. 1-2, pp 1-179. DOI:
10.1561/2600000028.
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cannot be fully realized in more complicated models such
as labeled Petri nets and labeled timed automata, because
supervisors/controllers in such models are generally not com-
putable (with any complexity upper bound), which narrows
the application range of this framework. In this monograph,
we will develop an open-loop property enforcement frame-
work for discrete-event systems which scales better and can
be implemented in more models.

In order to implement this new framework, we develop a
tool called concurrent composition, and use this tool to unify
plenty of inference-based properties (e.g., detectability, diag-
nosability, predictability) and concealment-based properties
(e.g., various notions of opacity) in discrete-event systems.!
The negations of such properties are equivalently represented
by the existence of special runs in the concurrent composi-
tion of two variants of a plant. Then, a property of interest
can be enforced by choosing controllable events/transitions
to disable in order to cut off all such runs violating the
property. Our open-loop framework can be implemented in
LFSAs in polynomial time for polynomially verifiable proper-
ties (e.g., strong detectability, diagnosability, predictability),
and can also be fully realized (at least) in labeled Petri nets
and labeled timed automata for decidable inference-based
and concealment-based properties.

In the second aspect, we propose a new model called labeled
weighed automata over monoids (LWAMs). LWAMs provide
a natural generalization of LFSAs in the sense that each tran-
sition therein carries a weight from a monoid, the weight of a
run (a sequence of consecutive transitions) is the product of
the weights of the run’s transitions. When weights are non-
negative real numbers, they could be interpreted as the time

'In the past, these inference-based properties were verified by using different
methods, and based on two fundamental assumptions of deadlock-freeness (a plant
will always run) and divergence-freeness (the running of a plant will always be
eventually observed).
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consumptions of the transitions’ executions, so that LWAMs
could be regarded as real-time systems. When weights are
real vectors (hence the entries of the vectors could be neg-
ative), they can be interpreted as position deviations of a
moving object along with the transitions’ executions. We
develop original techniques to compute three basic tools —
concurrent composition, observer, and detector in LWAMs,
and then design algorithms for verifying various notions of
detectability. The research in LWAMS has just started. With
these three tools, plenty of results in LESAs obtained in the
past three decades can be extended to LWAMs, including
results on inference-based properties and concealment-based
properties, as well as results obtained in the supervisory
control framework. Our open-loop property enforcement
framework, of course, can be fully implemented in LWAM:s.
Compared with LFSAs, LWAMs provide more accurate mod-
eling scheme, hence have more applications. A challenging
future direction lies in extending the formal verification and
synthesis framework of cyber-physical systems from the core
part of LFSAs-based to LWAMs-based.
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1

Background and Motivation

1.1 Background

In the 1980s, P. Ramadge, W. Wonham, and F. Lin initialized the
so-called supervisory control framework (Ramadge and Wonham, 1987;
Lin and Wonham, 1988), which extends the analysis and synthesis
framework from control systems (normally differential equations) to
computer systems (formal languages) which are called discrete-event
systems (DESs), where the counterparts of all kinds of (e.g., controllable
or observable) subspaces in control systems are diverse sublanguages of
formal languages. DESs usually consist of discrete states and transitions
between states caused by spontaneous occurrences of labeled (aka
partially-observed) events, and the formal languages of interest are
the sets of label/output sequences generated by DESs. A transition

is represented by the form ¢ ﬂ q2, indicating that when a DES is
in state ¢; and event e occurs, the DES transitions to state ¢o,' o is
the label/output of e, i.e., the observation when e occurs, particularly

o = ¢ implies e is unobservable. Hence DESs are autonomous (i.e., not

g2 need not be different from ¢ .
2As usual, € denotes the empty string.

4
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driven by external factors) and nonlinear (Wonham and Cai, 2019). The
supervisory control framework provides a controller synthesis method in
a closed-loop manner. It tracks a sequence of observed outputs generated
by a given DES, does state estimation according to the outputs, and
meanwhile synthesizes control policies (called a supervisor) to restrict
the behavior of the DES such that the modified DES satisfies a property
of interest that the original DES does not satisfy. Hence, one prerequisite
is that the property of interest is decidable, i.e., there is an algorithm
for verifying the property. The verification problem is also called the
analysis problem. The synthesis problem is also called the enforcement
problem, i.e., for a DES S and a property P, S does not satisfy P, one
modifies S in order to make it enforce P.

1.2 The First Motivation

During the past three decades, plenty of interesting properties with their
variants in DESs have been proposed, investigated, and applied to many
different areas such as heating, ventilation, and air conditioning (HVAC),
traffic networks, automated manufacturing, tracking of mobile agents
in sensor networks, etc. It is exciting that so many results have been
obtained and different properties have remarkably different physical
meanings, e.g., detectability implies that one can determine the current
and subsequent states using observed output sequences (Shu et al., 2007),
diagnosability implies that one can determine the past occurrences of
faulty events, using the observed output sequences (Sampath et al.,
1995), state-based opacity implies that one cannot determine the visit
to some secret state, also by using the observed output sequences
(Saboori and Hadjicostis, 2007). However, different properties have been
verified using different methods and it is not known whether there are
essential differences between them, particularly from a mathematical
point of view. A first motivation of writing this monograph is to perform
subtractions on DESs, i.e., using a streamlined mathematical framework
to unify as many as properties, although they have diverse physical
meanings. The first target of the monograph is to unify all properties
without essential differences into one mathematical framework. Note
that such subtractions will not reduce the existing realms and realms of
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results obtained in DESs, actually they will make the contents of DESs
more tidy.

We develop a mathematical tool that we named concurrent composi-
tion? to implement the first target. Intuitively speaking, the concurrent
composition of two labeled systems &; and S, aggregates any pair of a
run® of §; and a run of S, with the same observation; the observations
in any pair of their runs will be synchronized and their unobservable
transitions will interleave. The concurrent composition will provide a
unified mathematical framework for most inference-based properties and
concealment-based properties. By inference-based we mean a property in-
dicating that one can get further internal information from observations,
e.g., detectability, diagnosability, predictability, etc. By concealment-
based we mean a property indicating that one cannot get further internal
information from observations, e.g., opacity. A preliminary work along
this line in LFSAs refers to Zhang (2021a).

Because of the partially-observed feature of DESs, the properties
therein can be naturally classified into the two basic categories of
inference-based and concealment-based, other properties can be seen as
variants of the properties in the two categories. In order to verify an
inference-based property, we represent its negation as the existence of
special runs in the corresponding concurrent composition, the rest is
to check the existence of the special runs (see Section 2.3 and Zhang,
2021a). The advantages of this approach in LFSAs with respect to
verification are two-fold. Firstly, it provides polynomial-time verification
algorithms for most known inference-based properties except for those
whose verification problems have been proven PSPACE-hard,” e.g., weak
detectability (Zhang, 2017), strong periodic D-detectability (Balun and
Masopust, 2021b). Secondly, it does not depend on any assumption.
Note that the widely-used verification algorithms in the literature for
verifying inference-based properties such as the detector method for

3Tts form in labeled finite-state automata (LFSAs, as in Definition 2.5) is shown
in Definition 2.6.

4A run is a sequence of transitions in which the terminating state of each
transition is the same as the starting state of its very next transition.

5Tt is widely conjectured that a PSPACE-hard problem cannot be solved by any
polynomial-time algorithm (Sipser, 1996), see Page 13.
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strong detectability (Shu and Lin, 2011b), the twin-plant method (Jiang
et al., 2001) and the verifier method (Yoo and Lafortune, 2002) for
diagnosability, and the verifier method (Genc and Lafortune, 2009)
for predictability, though also run in polynomial time, all depend on
two fundamental assumptions of deadlock-freeness (also called liveness,
which means that an automaton will always run) and divergence-freeness
(i.e., an automaton has no reachable unobservable transition cycle, which
means that the running of an automaton will always be eventually
observed). The reason lies in the fact that these methods were used to
verify the properties themselves but not their negations. See Section 2.3.4
for detailed analysis. In order to verify a concealment-based property in
an LFSA A, e.g., opacity, we first compute the concurrent composition of
A and its observerS (see Definition 2.7), and then check the reachability
of some special state in the concurrent composition. Note that this idea
of verification is directly derived from various definitions of opacity, and
the derived algorithms are currently the most efficient (see Section 2.4).

In addition, with respect to verification, one major advantage of
concurrent composition lies in that it can be extended to models that
are more general than LFSAs, e.g., labeled weighted automata over
monoids (Zhang, 2022), labeled Petri nets (Zhang and Giua, 2020b;
Zhang et al., 2020), and so on. The study on labeled weighted automata
over monoids has just started. Welcome more and more researchers to
join in this new research direction.

1.3 The Second Motivation

Before introducing a second motivation of writing this monograph, we
recall the overall procedure of supervisor synthesis in the supervisory
control framework (Ramadge and Wonham, 1987; Lin and Wonham,
1988; Wonham and Cai, 2019; Cassandras and Lafortune, 2008) (see
Figure 1.1 for an illustration). Recall that the event set in a DES is
an alphabet, i.e., a nonempty finite set E such that every sequence of
elements of E has a unique decomposition of elements of E. For example,

5Actually the standard powerset/subset construction for determinizing a non-
deterministic finite automaton with e-transitions (Rabin and Scott, 1959; Sipser,
1996).
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command event sequence
Sup(£(s)) Plant s € L(S)

S = (Q7E757 Q();Z:e)

Supervisor

Sup : £(L(S)) — 2F¢

observation

£(s)

Figure 1.1: A sketch for suprevisory control.

{a,b} and {0, 01} are alphabets, but {0, 00} is not, because 000 = 0 00 =
00 0. An event set must be an alphabet because this guarantees that
every generated event sequence cannot have two different interpretations.
Consider {0,00} as a counterexample, if 000 were generated, then there
are two interpretations: (1) 0 was first generated and then 00 was
generated, or (2) 00 was first generated and then 0 was generated.
Also recall that an event set E can be partitioned into two disjoint
subsets E. and F,., denoted by F = E. U E,., where E_. denotes the
set of controllable events and E,,. the set of uncontrollable events. The
occurrence of a controllable event can be forbidden, but the occurrence
of an uncontrollable event cannot. Given a formal language L” and a
DES G as one of its generators® such that G does not satisfy a property
P of interest, one tracks an observed output sequence v generated by G,
does state estimate SFE, according to v, and then uses SE., to compute
a subset Cgp, of controllable events that are in the transitions starting
from the states of SE,. A supervisor S : L — 2F¢9 is a mapping that
sends an observed output sequence y of L to Csg, (C E.).

"Defined by a subset of E*, where E* denotes the set of finitely long strings of
elements of E.

8The set of finitely long output sequences generated by G is equal to L.

9The powerset of E., i.e., 2% = {E/|E. C E.}.
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The supervisor works in this way: whenever the current-state es-
timate is SE, (no matter the current observed output sequence is 7y
or not, i.e., there may exist different v, such that SE, = SE,),
one dynamically disables several controllable events of Csg. to restrict
the behavior of G, so that the closed-loop system (G, S) satisfies the
property P. From the procedure, one can see that if G has finitely many
states, then the supervisor S usually can be fully computed even if
L is infinite, because during computation one can partition L into a
finite number of disjoint nonempty subsets such that two sequences
7,7 € L belong to the same subset if and only if SE, = SE, (in
this case, S send them to the same subset of E.). In this sense, S
is a nondeterministic finite automaton (see Definition 2.2). However,
if G has infinitely many states, usually the supervisor S cannot be
fully computed, i.e., the supervisor control cannot be fully realized. In
DESs, the widely-used models such as finite automata, Petri nets, timed
automata, etc., have finitely many events, because their event sets are
always alphabets; however, Petri nets and timed automata may have
infinitely many states. As a result, although the supervisory control
framework is a methodology that owns abundant intension, it is some-
how air-castle. For the models that are more complicated than finite
automata, generally the supervisory control cannot be fully realized.
The second motivation of writing this monograph is to develop a new
synthesis framework that is applicable to remarkably larger classes of
models that can represent DESs.

Our new property synthesis framework is open-loop, i.e., one does
not supervise output sequences generated by a DES as is done in the
supervisory control framework. The philosophy of our framework is as
follows (see Figure 1.2 for an illustration): (1) the negation of a property
of interest is equivalently represented by the existence of special runs
in the corresponding concurrent composition of a variant of the plant
and another variant of the plant, (2) controllable events/transitions'’
are chosen to be disabled so that all these special runs violating the
property will disappear. This synthesis method is quite simple and easily
realizable on decidable properties of DESs, as there are only finitely

10A controllable transition is a transition whose event is controllable.
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Plant
S= (Qan 67 Q07E7€)

modify §

4
modify CCx(S,S)

Concurrent composition

CCA(S,S)

Figure 1.2: A sketch for the open-loop control.

many events. One can also easily check whether a property is enforceable:
disabling all controllable events and then see whether the modified DES
satisfies the property. If no, then the property of the DES cannot be
enforceable in a large extent; otherwise, one can enforce the property
by choosing several controllable events to disable according to specific
scenarios. Of course, although for several DESs the property could be
enforced after all controllable events being disabled, the remainder of
such DESs might not be interesting any more because they might lose
several interesting behaviors. Therefore, a better way is to choose as
few as controllable events to disable. To be more refined, one can also
choose concrete controllable transitions to disable instead of controllable
events (in the latter coarser case, if one controllable event is disabled,
then all transitions with the event will be disabled). In finite automata,
there are finitely many transitions, so the synthesis method via choosing
controllable transitions can be fully realized. However, for systems
with infinitely many transitions such as unbounded Petri nets, the
focus should be on controllable events or a finite subset of controllable
transitions. To sum up, our open-loop framework will perform additions
to DESs, because it provides a new property synthesis framework on
dramatically larger classes of systems compared with the supervisory
control framework. The second target of writing the monograph is to
implement our open-loop property synthesis framework.
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1.4 The Third Motivation

As mentioned above, DESs have LFSAs as their basic model. The
supervisory control framework can be fully realized in LFSAs, but
cannot be fully realized in models that are more general than LFSAs
in general, because their observers are usually not computable, e.g.,
labeled timed automata and labeled Petri nets. A natural question to
ask is: Are there a class of systems that are more general than LFSAs
but the supervisory control framework can be fully realized in the class?
This is almost equivalent to ask: Are there a class of systems that are
more general than LFSAs but their observers are computable?

On the other hand, although LFSAs are the basic model of DESs,
they do not show sufficiently accurate modeling. For example, when
doing state estimation based on a sequence 7y of observed labels, the
time consumptions for the executions of unobservable transitions were
usually assumed to be zero (Sampath et al., 1995; Shu et al., 2007).
Timed automata are a natural generalization of finite automata in
the sense that the executions of transitions are constrained by time
intervals with rational endpoints. However, the observers of labeled
timed automata are usually not computable.

Based on the above two points, it is very meaningful to find a
class of systems that are more general than LFSAs but their ob-

servers are computable. It is challenging to do so. Consider a run
61/t1 q 62/t2 en/tn
s g1 e

> G, in which after each “/” there is a weight
for the corresponding transition. If the weight of a transition therein
is considered as its time consumption, then the weight of the run is
equal to > ;" t;. This semantics is similar to that in timed automata.
Differently, here we consider a general monoid MM = (7T, ®, 1), where ®
is an associative binary operation on 7" and 1 € T is an identity element.
We extend LFSAs in the sense that each of its transitions carries a
weight in a monoid and the weight of a run is the product of the weights
of the transitions of the run. When 91 is specified as (R>q, +,0), where
R>( denotes the set of nonnegative real numbers as usual, the weights
can represent the time consumptions of the corresponding transitions
and then the extended LFSA can represent a real-time system; while
9 is specified as (R", +), where R™ denotes the set of n-dimensional
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real vectors, the weights can represent position deviations along with
the transitions. That is, the weights have diverse physical meanings.
In Section 5, we will prove that the observers of this kind of extended
LFSAs over the monoid (Q", +) are computable by developing original
computing techniques, where Q™ denotes the set of n-dimensional ra-
tional vectors. A general theory of the extended LFSAs over monoids
will be given in Section 4, where the new class of automata are called
labeled weighted automata over monoids (LWAMS).

1.5 Structure of the Monograph

In Section 2, we show the implementation of our unified concurrent-
composition framework for DESs modeled by LFSAs as well as our
open-loop property synthesis framework, in a centralized setting. In
Section 3 we show the implementation for LESAs in a decentralized
setting. In Section 4, we will propose the new model — LWAMs. We
will formulate the basic tools of concurrent composition, observer, and
detector for LWAMs, and use them to derive necessary and sufficient
conditions for several strong versions of detectability and weak versions
of detectability. Particularly in Section 5, for labeled weighted automata
(LWAs) over the monoid (Q",+), we will develop original methods
(that can be implemented algorithmically) to compute the three basic
tools, and hence prove that the necessary and sufficient conditions
obtained in Section 4 are algorithmically implementable. Thus, our
concurrent-composition framework and open-loop property synthesis
framework will be fully extended to LMAs over the monoid (Q", +).
Section 6 shows a brief outlook on the implementation of the open-loop
property enforcement framework in labeled Petri nets and labeled timed
automata.

1.6 Notation

Symbols N,Z,Q, Q>o, R, and R>(¢ denote the sets of nonnegative in-
tegers, integers, rational numbers, nonnegative rational numbers, real
numbers, and nonnegative real numbers, respectively. R” denotes the
set of n-dimensional real column vectors. The symbol (-)™ also applies



Full text available at: http://dx.doi.org/10.1561/2600000028

1.7. Preliminaries on Decidability and Complexity 13

to the other sets of numbers. 0,, denotes the n-dimensional column
vector with all entries 0. [m, n] denotes the set of integers no less than
m and no greater than n. A finite nonempty set X is called an alphabet
if every sequence of elements of ¥ is a unique sequence of elements of
Y. For example, {0,00} is not an alphabet since 000 = 0 00 = 00 0.
For an alphabet X, elements of X are called letters, ¥* and X“ are
used to denote the set of words/strings (i.e., finite-length sequences
of elements of X) over ¥ including the empty word e and the set of
configurations (i.e., infinite-length sequences of elements of ¥) over X,
respectively. ¥ := ¥*\ {€}. For a word s € 3*, |s| stands for its length,
and we set |s'| = +oo for all s’ € X%, For s € ¥¥ and k € N, s* and s*
denote the concatenations of k copies of s and infinitely many copies of
s, respectively. Analogously, the concatenation of two languages L and
Lo is defined by LiLs := {6162’61 € Li,eq € LQ}, where L1, Lo C X*.
For a word (configuration) s € ¥*(X¢), a word s’ € X* is called a prefiz
of s, denoted as s’ C s, if there exists another word (configuration)
s” € ¥*(X¥) such that s = s's”. In this case, s” is called a suffiz of s.
For a set S, | S| denotes its cardinality and 2° its power set. Symbols C
and C denote the subset and strict subset relations, respectively. Sym-
bol _ denotes an element that is not specified. For instance, consider
Q x E x Q with @Q and E two nonempty sets, (g,e, ) € Q@ X E x Q
denotes a triple of Q@ x E x () whose first entry is ¢, second entry is e,
and third entry can be any element of Q.

1.7 Preliminaries on Decidability and Complexity

We recall basic concepts on decidability and complexity (see Hopcroft
and Ullman, 1969; Sipser, 1996; Immerman, 1988, etc.). Given two sets
A and B such that B C A, a decision problem refers to whether there
exists an algorithm'' for determining whether a given a € A belongs
to B. A decision problem is called decidable if an algorithm for solving
this problem exists, and called undecidable otherwise. For example, the
well-known Turing machine halting problem is undecidable. Decidable
problems can be classified into different classes according the complexity

UDefined by a halting Turing machine.
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of the algorithms solving them. For example, P (resp., NP, PSPACE,
NPSPACE, EXPTIME, 2-EXPTIME) denotes the class of the problems
solvable by polynomial-time (resp., nondeterministic polynomial-time,
polynomial-space, nondeterministic polynomial-space, exponential-time,
doubly exponential-time) algorithms. NL denotes the class of problems
solvable by nondeterministic logarithmic-space algorithms. coNL, coNP,
and coNPSPACE denote the sets of problems whose complements belong
to NL, NP, and NPSPACE, respectively. It is known that (Sipser, 1996;
Immerman, 1988) NL € P € NP € PSPACE C EXPTIME, P C coNP C
PSPACE, NL = coNL, and PSPACE = NPSPACE = coNPSPACE. It is
also known that NL € PSPACE and P C EXPTIME, but whether the
rest of these containments are strict are long-standing open questions.
It is widely conjectured all the other containments are strict.

A decision problem is called NP (resp., coNP, PSPACE, EXPTIME)-
hard if every problem in NP (resp., coNP, PSPACE, EXPTIME) is poly-
nomial time reducible to it. A problem is called X-complete if the
problem belongs to the class X and is X-hard, where X can be P, NP,
coNP, PSPACE, EXPTIME, etc. Hence there exists no polynomial-time
algorithm for solving an NP (resp., PSPACE)-complete problem unless
P = NP (resp., PSPACE). There is no polynomail-time algorithm for
solving an EXPTIME-hard problem since P C EXPTIME. A decision
problem is called NL-hard if every problem in NL is logarithmic space
reducible to it.
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