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Abstract

This article gives several applications of the following paradigm, which
has proven extremely powerful in algorithm design and computational
complexity. First, design a probabilistic algorithm for a given problem.
Then, show that the correctness analysis of the algorithm remains valid
even when the random strings used by the algorithm do not come
from the uniform distribution, but rather from a small sample space,
appropriately chosen. In some cases this can be proven directly (giving
“unconditional derandomization”), and in others it uses computational
assumptions, like the existence of 1-way functions (giving “conditional
derandomization”).

The article is based on a series of lectures given by the authors in
1995, where the notes were scribed by the attending students. (The
detailed list of scribes and other contributors can be found in the
Acknowledgements section at the end of the manuscript.) The cur-
rent version is essentially the same, with a few minor changes. We note
that this publication takes place a decade after the lectures were given.
Much has happened in the area of pseudorandomness and derandom-
ization since, and perhaps a somewhat different viewpoint, different
material, and different style would be chosen were these lectures given
today. Still, the material presented is self contained, and is a prime
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manifestation of the “derandomization” paradigm. The material does
lack references to newer work though. We recommend the reader inter-
ested in randomness, derandomization and their interplay with compu-
tational complexity to consult the following books and surveys, as well
as their extensive bibliography: [31, 14, 36, 37, 21, 42].
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1

Pairwise Independence

In this chapter, and indeed in much of the rest of this article, we will
be considering randomized algorithms, and their performance when
their input is not “purely” random. To set the stage, let us consider
an algorithm A that on input x wishes to evaluate some function f at
x. A randomized algorithm for this task may use an input a sequence
of random variables Z1, . . . ,Zn where the Zi’s take their value from
some finite set T . Informally, A would be considered good for com-
puting f , if it is very likely to output f(x), when the Zi’s are drawn
independently and uniformly from the set T . But what happens, when
the random variables are not chosen uniformly, and especially, inde-
pendently. Depending on the level of independence, the support of the
joint distribution on Z1, . . . ,Zn could be much smaller than the support
of the independent uniform distribution. In turn this allows for efficient
calculation of the probability of various events (or to compute the most
likely output of A on input x). In this section, we introduce definitions
that study distributions that are not fully independent, and show some
algorithmic uses.

1
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2 Pairwise Independence

1.1 Pairwise independence: Definition

Consider a set of N random variables indexed by a set U , i.e., {Zx :
x ∈ U} with |U | = N , that take on values from a set T , (i.e., Zx ∈ T ).
Let D : TU → [0,1] denote their joint distribution function, i.e., for α =
{αx ∈ T |x ∈ U} let Pr[∀x ∈ U,Zx = αx] = D(α).

For finite t = |T |, a uniform distribution (i.e., D(α) = 1/tn) assigns
Pr[Zx = αx] = 1/t, for all x ∈ U , αx ∈ T . If this distribution satisfies,
for all x 6= y ∈ U and for all α,β ∈ T ,

Pr[Zx = α,Zy = β] = Pr[Zx = α] · Pr[Zy = β] = 1/t2,

then we refer to this distribution as pairwise independent.
Pairwise independence is not the same as complete independence.

For example, consider following set of three pairwise-independent
binary variables (U = {1,2,3},T = {0,1}, t = 2), where each row gives
an assignment to the three variables and the associated probability.
(The leftmost column gives an index s ∈ {0,1}2 for each row.)

s Z1 Z2 Z3 D(·)
00 0 0 0 1

4

01 0 1 1 1
4

10 1 0 1 1
4

11 1 1 0 1
4

The above distribution has its support on only four elements of TU ,
whereas the uniform distribution has support on all eight elements.
(The support of a distribution D() is the set of elements α ∈ TU for
which D(α) > 0.) Shortly, we will see that the support of pairwise
independent distrubtions can get much smaller than the support of the
uniform distribution, as N = |U | → ∞.

The notion of pairwise independence emerged first in the context of
“hash functions”. To describe this context, notice that each row s above
can be thought of as a function hs : U → T , where hs(x) = Zx. Let S
be the set of indices s for these functions. So, in this case, S = {0,1}2.
For all x 6= y ∈ U , for all α,β ∈ T , we have

Pr
s∈

RS
[hs(x) = α ∧ hs(y) = β] = 1/4 = 1/t2
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1.2. Small families of hash functions 3

(where the notation s ∈R S denotes that s is chosen uniformly at ran-
dom from the set S). (Notice in particular that Prs∈

RS
[hs(x) = hs(y)] =

1/2 = 1/t.) Any set of functions satisfying this condition is a 2-universal
family of hash functions. Definitions and explicit constructions of 2-
universal hash functions were first given by Carter-Wegman [40]. The
original applications described in Carter-Wegman [40] were straight-
forward, similar to those described in the later section on dictionaries
based on hashing. As these notes indicate, subsequently 2-universal
hashing has been applied in surprising ways to a rich variety of
problems.

1.2 Small families of hash functions

In the last section we saw how to construct N = 3 pairwise indepen-
dent random variables with a smaller support than needed for 3 fully
independent random variables. (Of course, we couldn’t have picked a
smaller choice of N to demonstrate this difference!) But to get a true
sense of the difference, it is useful to let N →∞. In this section we
will show how to construct N = 2n random variables, indexed by the
set U = {0,1}n taking on values in the set T which is also chosen to be
{0,1}n.

One simple way to construct a family of hash functions mapping
{0,1}n→ {0,1}n is to let S = {0,1}n × {0,1}n, and then for all s =
(a,b) ∈ S, for all x ∈ {0,1}n define hs(x) = ax + b, where the arithmetic
operations are with respect to the finite field GF[2n]. Thus, each hs

maps {0,1}n→ {0,1}n and S is the index set of the hash functions.
For each s = (a,b) ∈ S, we can write:(

hs(x)
hs(y)

)
=
(

x 1
y 1

)(
a

b

)
When x 6= y, the matrix is non-singular, so that for any x,y ∈ {0,1}n,
the pair (hs(x),hs(y)) takes on all 22n possible values (as s varies
over all S). Thus if s is chosen uniformly at random from S, then
(hs(x),hs(y)) is also uniformly distributed. This property of hash func-
tions is called 2-universal.
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4 Pairwise Independence

We can view S as the set of points in a sample space on the
set of random variables {Zx : x ∈ {0,1}n} where Zx(s) = hs(x) for all
s ∈ S. With respect to the uniform distribution on S, these random
variables are pairwise independent, i.e., for all x 6= y ∈ {0,1}n, for all
α,β ∈ {0,1}n

Pr
s∈

RS
[Zx(s) = α ∧ Zy(s) = β]

= Pr
s∈

RS
[Zx(s) = α] · Pr

s∈
RS

[Zy(s) = β] = 1/22n.

To obtain a hash function that maps to k < n bits, we can still use S as
the function index family: The value of the hash function indexed by s

on input x is obtained by computing hs(x) and using the first k bits.
The imporant properties of these hash functions are:

• Pairwise independence.
• Succinctness – each function can be described as a 2n-bit

string. Therefore, randomly picking a function index requires
only 2n random bits.
• The function hs(x) can easily be computed (in

LOGSPACE, for instance) given the function index s

and the input x.

In the sequel, unless otherwise specified we are referring to this set
of pairwise independent hash functions and S denotes the set of indices
for the hash family.

1.3 Derandomization applications

Consider, for example, the MAXCUT problem: given a graph G =
(V,E), find a two-coloring of the vertices χ : V → {0,1} so as to maxi-
mize c(χ) = |{(x,y) ∈ E : χ(x) 6= χ(y)}|. We describe a solution to this
problem that is guaranteed to produce a cut where at least half the
edges cross the cut.

If the vertices are colored randomly (0 or 1 with probability 1/2) by
choosing χ uniformly from the set of all possible 2|V | colorings, then:

E[c(χ)] =
∑

(x,y)∈E

Pr[χ(x) 6= χ(y)] =
|E|
2
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1.4. Dictionaries 5

Thus, there must always be a cut of size at least |E|
2 . Let S be the

index set for the hash family mapping V → {0,1}. Since the summation
above only requires the coloring of vertices to be pairwise-independent,
it follows that E[c(hs)] = |E|

2 when s ∈R S. Since |S| = |V |2, we can
deterministically try hs for all s ∈ S in polynomial time (even in the
parallel complexity class NC), and for at least one s ∈ S,hs defines a
partition of the nodes where at least |E|

2 edges cross the partition.
This derandomization approach was developed and discussed in

general terms in the series of papers Chor-Goldreich [10], Luby [28],
Alon-Babai-Itai [5]. There, the approach was applied to derandomize
algorithms such as witness sampling, a fast parallel algorithm for find-
ing a maximal independent set, and other graph algorithms.

1.4 Dictionaries

One application that uses hashing is in building “dictionaries”. A dic-
tionary is a data structure that represents a subset N of size |N | = n

from some universe of possible words U so as to be able support queries
of the form “x ∈ N?”, for x ∈ U . (This is a natural abstraction of the
classical notion of a “dictionary” for, say, English where U may be
thought of as all sequences of upto 20 English letters, while N is the
subset which are actually words in English.) Deterministic schemes
based on balanced tree data structures build such data structures in
time O(n logn) and subsequent look-ups in time O(logn) each.

Random hashing can speed this up considerably. The simple use
of hashing would be as follows. Let T = {1, . . . , t} be a set of suffi-
ciently large cardinality, and let h be some “hash” function mapping
U → T . We will store the elements of N in an array D[1, . . . , t], with
elements being indexed by elements of T . Our intent would be to set
D[h(x)] = x for every x ∈ N . Of course this would not be possible if
we had “collisions”, i.e., if h(x) = h(y) for x 6= y ∈ N . Assuming h is
collision-free on N , easy to describe, that h(x) can be computed in
“constant” time, and assuming further that D[1, . . . , t] is initialized
properly when we start, insertions and lookups take constant time.
It turns out that by picking the hash function h randomly from a small
set (as described in Section 1.2) can now be used to remove most of
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6 Pairwise Independence

these assumptions. In particular if we choose s ∈R S, and use h = hs

then the expected number of colliding pairs C may be bounded from
above as follows:

E[C] =
∑

x6=y∈N

Pr
s∈RS

[hs(x) = hs(y)] =
(

n

2

)
· 1

t

For instance, if t = n2, then E[C] ≤ 1
2 (and so the probability that

h is 1-to-1 is ≥ 1
2). (If t = n, then E[C] ≤ n

2 .) Thus this yields a sim-
ple hashing scheme in which insertions and look-ups cost a unit time,
though the size of the data structure representing N is of size O(n2)
(assuming that the table D of size n2 is initialized properly). Below we
see how to improve upon the space complexity.

The following two-level hashing scheme, due to Fredman-Komlós-
Szemerédi [12], also takes time O(n) to construct the dictionary and
constant time for each look-up, but the advantage is that it uses only
O(n) cells in total. Let T = {1, . . . ,n}.

(1) Pick s ∈R S and map N into T . For each i ∈ T , let Ni be
the subset of N mapped to i by hs, and let ni = |Ni|. Let
C =

∑
i∈T

(
ni
2

)
be the number of colliding pairs. If C > n then

start over at step (1), else go on to step (2).
(2) For each i ∈ T , if ni ≥ 1 then we allocate a table Ti of n2

i

cells, and let Si denote the index set for the pairwise inde-
pendent hash family (as in Section 1.2) mapping U → Ti.
Pick si ∈R Si, and use hsi to map Ni to Ti. If hsi maps Ni 1
to-1 into Ti then this is a good choice for si, else rechoose si

independently and try again until hsi does describe a 1-to-1
mapping.

Because E[C] ≤ n/2 in step (1), Pr[C ≤ n] ≥ 1/2, and thus the
expected number of times step (1) is repeated is at most 2. Similarly, in
step (2), for each i ∈ T , the expected number of times till the mapping
of Ni into Ti is 1-to-1 is at most 2. Thus, the overall expected time to
construct the dictionary is O(n). The total number of cells used to store
N is D =

∑
i∈T n2

i . Noting that D − 2C = |N | = n, and that C ≤ n, it
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1.4. Dictionaries 7

follows that at most 3n cells are used to store N . Note that we need
to also store s and all si for all i ∈ {1, . . . ,n}, but this takes at most
2(n + 1) additional cells, since the description of each hash function
takes two cells.

Each find operation takes constant time.
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