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#### Abstract

The communication complexity of a function $f(x, y)$ measures the number of bits that two players, one who knows $x$ and the other who knows $y$, must exchange to determine the value $f(x, y)$. Communication complexity is a fundamental measure of complexity of functions. Lower bounds on this measure lead to lower bounds on many other measures of computational complexity. This monograph surveys lower bounds in the field of communication complexity. Our focus is on lower bounds that work by first representing the communication complexity measure in Euclidean space. That is to say, the first step in these lower bound techniques is to find a geometric complexity measure, such as rank or trace norm, that serves as a lower bound to the underlying communication complexity measure. Lower bounds on this geometric complexity measure are then found using algebraic and geometric tools.


## Contents

1 Introduction ..... 1
2 Deterministic Communication Complexity ..... 13
2.1 Log-Rank Conjecture ..... 18
2.2 Nonnegative Rank ..... 19
2.3 Norm-Based Methods ..... 21
2.4 Summary ..... 30
3 Nondeterministic Communication Complexity ..... 33
3.1 Relation Between Deterministic and35
3.2 Relation with Nonnegative Rank ..... 37
3.3 Fractional Cover ..... 38
3.4 Summary ..... 41
4 Randomized Communication Complexity ..... 43
4.1 Approximate Rank ..... 46
4.2 Approximate Norms ..... 49
4.3 Diagonal Fourier Coefficients ..... 54
4.4 Distributional Complexity and Discrepancy ..... 57
4.5 Corruption Bound ..... 60
4.6 Summary ..... 63
5 Quantum Communication Complexity ..... 65
5.1 Definition of the Model ..... 66
5.2 Approximate Rank ..... 67
5.3 A Lower Bound via $\gamma_{2}^{\alpha}$ ..... 68
5.4 Summary: Equivalent Representations ..... 74
6 The Role of Duality in Proving Lower Bounds ..... 77
6.1 Duality and the Separation Theorem ..... 77
6.2 Applying the Separation Theorem - Finding a Dual81
7 Choosing a Witness ..... 87
7.1 Nonnegative Weighting ..... 88
7.2 Block Composed Functions ..... 92
8 Multiparty Communication Complexity ..... 109
8.1 Protocol Decomposition ..... 110
8.2 Bounding Number-on-the-Forehead Discrepancy ..... 113
8.3 Pattern Tensors ..... 115
8.4 Applications ..... 120
9 Upper Bounds on Multiparty CommunicationComplexity125
9.1 Streaming Lower Bounds ..... 126
9.2 NOF Upper Bounds ..... 129
Acknowledgments ..... 133
References ..... 135

## 1

## Introduction

Communication complexity studies how much communication is needed in order to evaluate a function whose output depends on information distributed amongst two or more parties. Yao [101] introduced an elegant mathematical framework for the study of communication complexity, applicable in numerous situations, from an e-mail conversation between two people, to processors communicating on a chip. Indeed, the applicability of communication complexity to other areas, including circuit and formula complexity, VLSI design, proof complexity, and streaming algorithms, is one reason why it has attracted so much study. See the excellent book of Kushilevitz and Nisan [56] for more details on these applications and communication complexity in general.

Another reason why communication complexity is a popular model for study is simply that it is an interesting mathematical model. Moreover, it has that rare combination in complexity theory of a model for which we can actually hope to show tight lower bounds, yet these bounds often require the development of nontrivial techniques and sometimes are only obtained after several years of sustained effort.

In the basic setting of communication complexity, two players Alice and Bob wish to compute a function $f: X \times Y \rightarrow\{T, F\}$ where $X, Y$ are arbitrary finite sets. Alice holds an input $x \in X$, Bob $y \in Y$, and

## 2 Introduction

they wish to evaluate $f(x, y)$ while minimizing the number of bits communicated. We let Alice and Bob have arbitrary computational power as we are really interested in how much information must be exchanged in order to compute the function, not issues of running time or space complexity.

Formally, a communication protocol is a binary tree where each internal node $v$ is labeled either by a function $a_{v}: X \rightarrow\{0,1\}$ or a function $b_{v}: Y \rightarrow\{0,1\}$. Intuitively each node corresponds to a turn of either Alice or Bob to speak. The function $a_{v}$ indicates, for every possible input $x$, how Alice will speak if the communication arrives at that node, and similarly for $b_{v}$. The leaves are labeled by an element from $\{T, F\}$. On input $x, y$ the computation traces a path through the tree as indicated by the functions $a_{v}, b_{v}$. The computation proceeds to the left child of a node $v$ if $a_{v}(x)=0$ and the right child if $a_{v}(x)=1$, and similarly when the node is labeled by $b_{v}$. The protocol correctly computes $f$ if for every input $x, y$, the computation arrives at a leaf $\ell$ labeled by $f(x, y)$.

The cost of a protocol is the height of the protocol tree. The deterministic communication complexity of a function $f$, denoted $D(f)$, is the minimum cost of a protocol correctly computing $f$. Notice that, as we have defined things, the transcript of the communication defines the output, thus both parties "know" the answer at the end of the protocol. One could alternatively define a correct protocol where only one party needs to know the answer at the end, but this would only make a difference of one bit in the communication complexity.

If we let $n=\min \{\lceil\log |X|\rceil,\lceil\log |Y|\rceil\}$ then clearly $D(f) \leq n+1$ as either Alice or Bob can simply send their entire input to the other, who can then compute the function and send the answer back. We refer to this as the trivial protocol. Thus the communication complexity of $f$ will be a natural number between 1 and $n+1$, and our goal is to determine this number. This can be done by showing a lower bound on how much communication is needed, and giving a protocol of matching complexity.

The main focus of this survey is on showing lower bounds on the communication complexity of explicit functions. We treat different variants of communication complexity, including randomized, quantum, and multiparty models. Many tools have been developed for this
purpose from a diverse set of fields including linear algebra, Fourier analysis, and information theory. As is often the case in complexity theory, demonstrating a lower bound is usually the more difficult task.

One of the most important lower bound techniques in communication complexity is based on matrix rank. In fact, it is not too much of an exaggeration to say that a large part of communication complexity is the study of different variants of matrix rank. To explain the rank bound, we must first introduce the communication matrix, a very useful and common way of representing a function $f: X \times Y \rightarrow\{T, F\}$. We will consider both a Boolean and a sign version of the communication matrix, the difference being in the particular integer representation of $\{T, F\}$. A Boolean matrix has all entries from $\{0,1\}$, whereas a sign matrix has entries from $\{-1,+1\}$. The Boolean communication matrix for $f$, denoted $B_{f}$, is a $|X|$-by- $|Y|$ matrix where $B_{f}[x, y]=1$ if $f(x, y)=T$ and $B_{f}[x, y]=0$ if $f(x, y)=F$. The sign communication matrix for $f$, denoted $A_{f}$, is a $\{-1,+1\}$-valued matrix where $A_{f}[x, y]=-1$ if $f(x, y)=T$ and $A_{f}[x, y]=+1$ if $f(x, y)=F$. Depending on the particular situation, it can be more convenient to reason about one representation or the other, and we will use both versions throughout this survey. Fortunately, this choice is usually simply a matter of convenience and not of great consequence - it can be seen that they are related as $B_{f}=\left(J-A_{f}\right) / 2$, where $J$ is the all-ones matrix. Thus the matrix rank of the two versions, for example, will differ by at most one.

Throughout this survey we identify a function $f: X \times Y \rightarrow\{T, F\}$ with its corresponding (sign or Boolean) communication matrix. The representation of a function as a matrix immediately puts tools from linear algebra at our disposal. Indeed, Mehlhorn and Schmidt [69] showed how matrix rank can be used to lower bound deterministic communication complexity. This lower bound follows quite simply from the properties of a deterministic protocol, but we delay a proof until Section 2 .

Theorem 1.1 (Mehlhorn and Schmidt [69]). For every sign matrix $A$,

$$
\log \operatorname{rank}(A) \leq D(A)
$$

Introduction
The rank bound has nearly everything one could hope for in a lower bound technique. From a complexity point of view it can be efficiently computed, i.e., computed in time polynomial in the size of the matrix. Furthermore, it frees us from thinking about communication protocols and lets us just consider the properties of $A$ as a linear operator between Euclidean spaces, with all the attendant tools of linear algebra to help in doing this. Finally, it is even conjectured that one can always show polynomially tight bounds via the rank method. This log-rank conjecture is one of the greatest open problems in communication complexity.

Conjecture 1 (Lovász and Saks [67]). There is a constant $c$ such that for every sign matrix $A$

$$
D(A) \leq(\log \operatorname{rank}(A))^{c}+2
$$

The additive term is needed because a rank-one sign matrix can require two bits of communication. Thus far the largest known separation between log rank and deterministic communication, due to Nisan and Wigderson [73], shows that in Conjecture 1 the constant $c$ must be at least 1.63.

The problems begin, however, when we start to study other models of communication complexity such as randomized, quantum, or multiparty variants. Here one can still give a lower bound in terms of an appropriate variation of rank, but the bounds now can become very difficult to evaluate. In the case of multiparty complexity, for example, the communication matrix becomes a communication tensor, and one must study tensor rank. Unlike matrix rank, the problem of computing tensor rank is NP-hard [41, and even basic questions like the largest possible rank of an $n$-by- $n$-by- $n$ real tensor remain open.

For randomized or quantum variants of communication complexity, as shown by Krause 52] and Buhrman and de Wolf [24], respectively, the relevant rank bound turns out to be approximate rank.

Definition 1.1. Let $A$ be a sign matrix. The approximate rank of $A$ with approximation factor $\alpha$, denoted $\operatorname{rank}^{\alpha}(A)$, is

$$
\operatorname{rank}^{\alpha}(A)=\min _{B: 1 \leq A[i, j] B[i, j] \leq \alpha} \operatorname{rank}(B) .
$$

As we shall see in Sections 4 and 5, the logarithm of approximate rank is a lower bound on randomized and quantum communication complexity, where the approximation factor $\alpha$ relates to the success probability of the protocol. In analogy with the log-rank conjecture, it is also reasonable to conjecture here that this bound is polynomially tight.

Approximate rank, however, can be quite difficult to compute. While we do not know if it is NP-hard, similar rank minimization problems subject to linear constraints are NP-hard, see for example Section 7.3 of [98]. Part of this difficulty stems from the fact that approximate rank is an optimization problem over a nonconvex function.

This brings us to the main theme of our survey. We focus on lower bound techniques which are real-valued functions and ideally possess some "nice" properties, such as being convex. The development and application of these techniques follow a three-step approach which we now describe. This approach can be applied in much the same way for different models, be they randomized, quantum, or multiparty.

Say that we are interested in a complexity measure CC, a mapping from functions to the natural numbers, which could represent any one of the above models.
(1) Embed the problem in $\mathbb{R}^{m \times n}$. That is, find a function $\mathcal{G}: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}$ such that

$$
\mathcal{G}(A) \leq \mathrm{CC}(A),
$$

for every sign matrix $A$. As is the case with rank and approximate rank, often $\mathcal{G}$ will itself be naturally phrased as a minimization problem.
(2) Find an equivalent formulation of $\mathcal{G}$ in terms of a maximization problem. This will of course not always be possible, as in the case of approximate rank. This can be done, however, for rank and for a broad class of optimization problems over convex functions.
(3) Prove lower bounds on $\mathcal{G}$ by exhibiting an element of the feasible set for which the objective function is large. We call such an element a witness as it witnesses that $\mathcal{G}$ is at least as large as a certain value.

We will delay most of the technical details of this approach to the main body of the survey, in particular to Section 6 where we discuss the use of duality to perform the key Step 2 to go from a "min" formulation to a "max" formulation. Here we limit ourselves to more general comments, providing some intuition as to why and in what circumstances this approach is useful.

Step 1 We are all familiar with the idea that it can be easier to find the extrema of a smooth real-valued function than a discrete-valued function. For example, for smooth functions the powerful tools of calculus are available. To illustrate, think of integer programming versus linear programming. The latter problem can be solved in polynomial time, while even simple instances of integer programming are known to be NP-hard.

The intuition behind the first step is the same. The complexity of a protocol is a discrete-valued function, so in determining communication complexity we are faced with an optimization problem over a discretevalued function. By working instead with a real-valued lower bound $\mathcal{G}$ we will have more tools at our disposal to evaluate $\mathcal{G}$. Moreover, if $\mathcal{G}$ is "nice" - for example being an optimization problem over a convex function - then the set of tools available to us is particularly rich. For instance, we can use duality to enact Step 2.

We do potentially pay a price in performing Step 1 and working with a "nicer" function $\mathcal{G}$. It could be the case that $\mathcal{G}(A)$ is much smaller than $\operatorname{CC}(A)$ for some sign matrices $A$. Just as in approximation algorithms, we seek a bound that is not only easier to compute but also approximates $\operatorname{CC}(A)$ well. We will say that a representation $\mathcal{G}(A)$ is faithful if there is some constant $k$ such that $\operatorname{CC}(A) \leq \mathcal{G}(A)^{k}$ for all sign matrices $A$.

Step 2 A communication complexity measure $\mathrm{CC}(A)$ is naturally phrased as a minimization problem - looking for a protocol of minimum cost. Often times, as with the case of approximate rank, our lower bound $\mathcal{G}$ is also naturally phrased as a minimization problem.

The difficulty, of course, is that to lower bound a minimization problem one has to deal with the universal quantifier $\forall$ - we have
to show that every possible protocol requires a certain amount of communication.

When our complexity measure $\mathcal{G}$ is of a nice form, however, such as a minimization problem of a convex function, we can hope to find an equivalent formulation of $\mathcal{G}$ in terms of a maximization problem. A maximization problem is much easier to lower bound since we simply have to demonstrate a particular feasible instance for which the target function is large. In some sense this can be thought of as an "algorithmic approach" to lower bounds. In Section 6 we will show how this can be done for a large class of complexity measures known as approximate norms.

This is an instance of a more general phenomena: showing a statement about existence is often easier than proving a statement about nonexistence. The former can be certified by a witness, which we do not always expect for the latter. Take the example of graph planarity, i.e., the question of whether a graph can be drawn in the plane in such a way that its edges intersect only at their endpoints. While it can be tricky to find such a drawing, at least we know what form the answer will take. To show that a graph is nonplanar, however, seems like a much more daunting task unless one has heard of Kuratowski's Theorem or Wagner's Theorem. These theorems reduce the problem of nonexistence to that of existence: for example, Wagner's Theorem states that a graph is nonplanar if and only if it contains $K_{5}$, the complete graph on five vertices, or $K_{3,3}$ the complete three-by-three bipartite graph, as a minor. Not surprisingly, theorems of this flavor are key in efficient algorithmic solutions to planarity and nonplanarity testing.

Step 3 Now that we have our complexity measure $\mathcal{G}$ phrased in terms of a maximization problem, we are in much better shape. Any element from the feasible set can be used to show a lower bound, albeit not necessarily a good one. As a simple example, going back to the rank lower bound, we observe that a natural way to prove a lower bound on rank is to find a large set of columns (or rows) that are independent.

Finding a good witness to prove a lower bound for a certain complexity measure $\mathcal{G}$ can still be a very difficult task. This is the subject we take up in Section 7. There are still only a few situations where
we know how to choose a good witness, but this topic has recently seen a lot of exciting progress and more is certainly still waiting to be discovered.

Approximate norms The main example of the three-step approach we study in this survey is for approximate norms. We now give a more technical description of this case; the reader can skip this section at first reading, or simply take it as an "impression" of what is to come.

Let $\Phi$ be any norm on $\mathbb{R}^{m \times n}$, and let $\alpha \geq 1$ be a real number. The $\alpha$-approximate norm of an $m \times n$ sign matrix $A$ is

$$
\Phi^{\alpha}(A)=\min _{B: 1 \leq A[i, j] B[i, j] \leq \alpha} \Phi(B) .
$$

The limit as $\alpha \rightarrow \infty$ motivates the definition

$$
\Phi^{\infty}(A)=\min _{B: 1 \leq A[i, j] B[i, j]} \Phi(B) .
$$

In Step 1 of the framework described above we will usually take $\mathcal{G}(A)=\Phi^{\alpha}(A)$ for an appropriate norm $\Phi$. We will see that the familiar matrix trace norm is very useful for showing communication complexity lower bounds, and develop some more exotic norms as well. We discuss this step in each of the model specific chapters, showing which norms can be used to give lower bounds on deterministic (Section 2), nondeterministic (Section 3), randomized (Section 44), quantum (Section 5), and multiparty (Section 8) models.

The nice thing about taking $\mathcal{G}$ to be an approximate norm is that we can implement Step 2 of this framework in a general way. As described in Section 6, duality can be applied to yield an equivalent formulation for any approximate norm $\Phi^{\alpha}$ in terms of a maximization. Namely, for a sign matrix $A$

$$
\begin{equation*}
\Phi^{\alpha}(A)=\max _{W} \frac{(1+\alpha)\langle A, W\rangle+(1-\alpha)\|W\|_{1}}{2 \Phi^{*}(W)} \tag{1.1}
\end{equation*}
$$

Here $\Phi^{*}$ is the dual norm:

$$
\Phi^{*}(W)=\max _{X} \frac{\langle W, X\rangle}{\Phi(X)}
$$

We have progressed to Step 3. We need to find a witness matrix $W$ that makes the bound from Equation (1.1) large. As any matrix $W$ at all gives a lower bound, we can start with an educated guess and modify it according to the difficulties that arise. This is similar to the case discussed earlier of trying to prove that a graph is planar - one can simply start drawing and see how it goes. The first choice of a witness that comes to mind is the target matrix $A$ itself. This gives the lower bound

$$
\begin{equation*}
\Phi^{\alpha}(A) \geq \frac{(1+\alpha)\langle A, A\rangle+(1-\alpha)\|A\|_{1}}{2 \Phi^{*}(A)}=\frac{m n}{\Phi^{*}(A)} . \tag{1.2}
\end{equation*}
$$

This is actually not such a bad guess; for many interesting norms this lower bound is tight with high probability for a random matrix. But it is not always a good witness, and there can be a very large gap between the two sides of the inequality (Equation (1.2)). One reason that the matrix $A$ might be a bad witness, for example, is that it contains a large submatrix $S$ for which $\Phi^{*}(S)$ is relatively large.

A way to fix this deficiency is to take instead of $A$ any matrix $P \circ A$, where $P$ is a real matrix with nonnegative entries that sum up to 1 . Here $\circ$ denotes the entrywise product. This yields a better lower bound

$$
\begin{equation*}
\Phi^{\alpha}(A) \geq \max _{\substack{P: P \geq 0 \\\|P\|_{1}=1}} \frac{1}{\Phi^{*}(P \circ A)} \tag{1.3}
\end{equation*}
$$

Now, by a clever choice of $P$, we can for example give more weight to a good submatrix of $A$ and less or zero weight to submatrices that attain large values on the dual norm. Although this new lower bound is indeed better, it is still possible to exhibit an exponential gap between the two sides of Equation (1.3). This is nicely explained by the following characterization given in Section 7 .

Theorem 1.2. For every sign matrix $A$

$$
\Phi^{\infty}(A)=\max _{\substack{P: P \geq 0 \\\|P\|_{1}=1}} \frac{1}{\Phi^{*}(P \circ A)} .
$$

The best value a witness matrix $W$ which has the same sign as $A$ in each entry can provide, therefore, is equal to $\Phi^{\infty}(A)$. It can be expected
that there are matrices $A$ for which $\Phi^{\infty}(A)$ is significantly smaller than $\Phi^{\alpha}(A)$ for say $\alpha=2{ }^{\top}$ This is indeed the case for some interesting communication complexity problems such as the SET INTERSECTION problem where $f(x, y)=\bigvee_{i}\left(x_{i} \wedge y_{i}\right)$, which will be a running example throughout the survey.

When $\Phi^{\infty}(A)$ is not a good lower bound on $\Phi^{\alpha}(A)$ for bounded $\alpha$, there are only a few situations where we know how to choose a good witness. One case is where $A$ is the sign matrix of a so-called block composed function, that is, a function of the form $\left(f \bullet g^{n}\right)(x, y)=$ $f\left(g\left(x^{1}, y^{1}\right), \ldots, g\left(x^{n}, y^{n}\right)\right)$ where $x=\left(x^{1}, \ldots, x^{n}\right)$ and $y=\left(y^{1}, \ldots, y^{n}\right)$. This case has recently seen exciting progress [92, 90, 94. These works showed a lower bound on the complexity of a block composed function in terms of the approximate degree of $f$, subject to the inner function $g$ satisfying some technical conditions. The strength of this approach is that the approximate degree of $f:\{0,1\}^{n} \rightarrow\{-1,+1\}$ is often easier to understand than its communication complexity. In particular, in the case where $f$ is symmetric, i.e., only depends on the Hamming weight of the input, the approximate polynomial degree has been completely characterized [75]. These results are described in detail in Section 7.2 ,

Historical context The "three-step approach" to proving communication complexity lower bounds has already been used in the first papers studying communication complexity. In 1983, Yao [102] gave an equivalent "max" formulation of randomized communication complexity using von Neumann's minimax theorem. He showed that the $1 / 3$-error randomized communication complexity is equal to the maximum over all probability distributions $P$, of the minimum cost of a deterministic protocol which errs with probability at most $1 / 3$ with respect to $P$. Thus one can show lower bounds on randomized communication complexity by exhibiting a probability distribution which is hard for deterministic protocols. This principle is the starting point for many lower bound results on randomized complexity.

A second notable result using the "three-step approach" is a characterization by Karchmer, Kushilevitz, and Nisan [48] of nondeterministic

[^0]communication complexity. Using results from approximation theory, they show that a certain linear program characterizes nondeterministic communication complexity, up to small factors. By then looking at the dual of this program, they obtain a "max" quantity which can always show near optimal lower bounds on nondeterministic communication complexity.

The study of quantum communication complexity has greatly contributed to our understanding of the role of convexity in communication complexity lower bounds, and these more recent developments occupy a large portion of this survey. The above two examples are remarkable in that they implement the "three-step approach" with an exact (near) representation of the communication model. For quantum communication complexity, however, we do not yet have such a characterization which is convenient for showing lower bounds. The search for good representations to approximate quantum communication complexity led in particular to the development of approximate norms [49, 83, 64]. Klauck (Lemma 3.1) introduced what we refer to in this survey as the $\mu^{\alpha}$-approximate norm, also known as the generalized discrepancy method. While implicit in Klauck and Razborov, the use of Steps 2 and 3 of the three-step approach becomes explicit in later works [64, 90, 94 .

What is not covered In the 30 years since its inception, communication complexity has become a vital area of theoretical computer science, and there are many topics which we will not have the opportunity to address in this survey. We mention some of these here.

Much work has been done on protocols of a restricted form, for example one-way communication complexity where information only flows from Alice to Bob, or simultaneous message passing where Alice and Bob send a message to a referee who then outputs the function value. A nice introduction to some of these results can be found in [56]. In this survey we focus only on general protocols.

For the most part, we stick to lower bound methods that fit into the general framework described earlier. As we shall see, these methods do encompass many techniques proposed in the literature, but not all. In particular, a very nice approach which we do not discuss are lower bounds based on information theory. These methods, for example, can
give an elegant proof of the optimal $\Omega(n)$ lower bound on the SET INTERSECTION problem. We refer the reader to [14] for more details.

We also restrict ourselves to the case where Alice and Bob want to compute a Boolean function. The study of the communication complexity of relations is very interesting and has nice connections to circuit depth and formula size lower bounds. More details on this topic can be found in Kushilevitz and Nisan [56].

Finally, there are some models of communication complexity which we do not discuss. Perhaps the most notable of these is the model of unbounded-error communication complexity. This is a randomized model where Alice and Bob only have to succeed on every input with probability strictly greater than $1 / 2$. We refer the reader to [37, 91, 84 ] for interesting recent developments on this model.
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[^0]:    ${ }^{1}$ Notice that $\Phi^{\alpha}(A)$ is a decreasing function of $\alpha$.

