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Multi-view in lensless compressive imaging
hong jiang, gang huang and paul wilford

Multi-view images are acquired by a lensless compressive imaging architecture, which consists of an aperture assembly and
multiple sensors. The aperture assembly consists of a two-dimensional array of aperture elements whose transmittance can be
individually controlled to implement a compressive sensing matrix. For each transmittance pattern of the aperture assembly,
each of the sensors takes a measurement. The measurement vectors from the multiple sensors represent multi-view images of
the same scene. We present theoretical framework for multi-view reconstruction and experimental results for enhancing quality
of image using compressive measurements from multiple sensors.
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I . I NTRODUCT ION

Lensless compressive imaging [1] is an effective architecture
to acquire images using compressive sensing [2]. The archi-
tecture, which is illustrated in Fig. 1, consists of an aperture
assembly and a sensor of a single detecting element; no lens
is used. The transmittance of each aperture element in the
aperture assembly is individually controllable. The sensor is
used to take compressivemeasurements. A sensingmatrix is
implemented by adjusting the transmittance of the individ-
ual aperture elements according to the values of the sensing
matrix. This architecture is distinctive in that the images
acquired are not formed by any physical mechanism, such
as a lens [3, 4] or a pinhole [5]. There are no aberrations
introduced by a lens such as blurring due to scenes out of
focus. Furthermore, the same architecture can be used for
acquiring multimodal signals such as infrared, Terahertz
[6, 7], andmillimeter wave images [8]. This architecture has
application in surveillance [9].

The lensless compressive imaging architecture is well-
suited for multi-view imaging because multiple sensors
may be used in conjunction with one aperture assembly as
shown in Fig. 2. The cost of obtaining an additional view-
point is simply that of adding a sensor to the device. For
a given setting of transmittance, each sensor takes a mea-
surement, and therefore, for a given sensingmatrix, the sen-
sors produce a set of measurement vectors simultaneously.
Each measurement vector can be used to reconstruct an
image independently without taking into consideration of
other measurement vectors. However, although the images
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from different sensors are different, there is a high correla-
tion between them, especially when the sensors are located
closely to one another and when the scene is far away. The
correlation between the images can be exploited to enhance
the quality of the reconstructed images.

Multiple sensorswith one aperture assemblymay be used
in the following three ways:

Multi-view. The measurement vectors from multiple sen-
sors represent images of different views of a scene, creating
multi-view images, especially when the scene is near. This
architecture allows a simple device to capture multi-view
images simultaneously.

Measurement increase. When the scene is sufficiently far
away, the measurement vectors from the sensors may be
considered to be independent measurements of a com-
mon image and they may be concatenated into a larger set
of measurements to reconstruct the common image. This
effectively increases number ofmeasurements that are taken
for the image in a given duration of time.

Higher resolution. When the scene is sufficiently far away,
and when the sensors are properly positioned, the measure-
ment vectors from the sensors may be considered to be the
measurements made from a higher resolution image, and
they may be used to reconstruct an image of the higher
resolution than the number of aperture elements.

A) Main contributions of this paper
The purpose of this paper is twofold. First, we present a the-
oretical framework for reconstructing multi-view images
using joint reconstruction, which exploits the correlation
between the multiple viewpoints. Secondly, we present
experimental results to demonstrate how the multiple sen-
sors can be used in each of the above three ways.
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Fig. 1. Lensless compressive imaging architecture.

Fig. 2. Lensless compressive imaging with two sensors.

B) Related work
The lensless compressive imaging was first proposed in [1],
which is related, but quite different from the work in [3–
5]. Two lenses are used to accomplish compressive imaging
in [3, 4]. While the architecture of [5] does not use a lens,
it does not compress image during acquisition, as [1] and
[3, 4] do. Furthermore, in the architecture of [3–5], images
are physically formedbefore they are digitized and acquired.

The discussion in this paper is mainly focused on creat-
ing one image using measurements from multiple sensors,
although themeasurements can also be used for 3D imaging
and depth maps, in a way similar to those of [10–12].

The coded aperture [13, 14] is a special case of the multi-
view of lensless compressive imaging in which a very large
number of sensors are used and only one measurement is
taken from each sensor.

C) Organization of the paper
In the next section, the lensless compressive imaging is
reviewed, which provides necessary background for multi-
view. In Section III, multi-view imaging is discussed. In
particular, how the measurements from multiple sensors
can be used in a joint reconstruction is described. Exper-
iments and simulations are given in Section IV, followed by
Conclusion in Section V.

I I . L ENSLESS COMPRESS IVE
IMAG ING

In this section, we formally define what an image is in
the lensless compressive imaging and how it is related to
the measurements from the sensor. In particular, we will
describe how a digitized image can be reconstructed from
the measurements taken from the sensor.

Fig. 3. A ray is defined for each point on the region of aperture assembly.

A) Virtual image
Let the aperture assembly be a rectangular region on a plane
with (x, y) ∈ �2 coordinate system. For each point (x, y) on
the aperture assembly, there is a ray starting from a point
on the scene, passing through the point (x, y), and ending
at the sensor, as shown in Fig. 3. Therefore, there is a unique
ray associated with each point (x, y) on the aperture assem-
bly, and its intensity arriving at the aperture assembly at time
t is denoted by r (x, y;t). Then an image I (x, y) of the scene
is defined as the integration of the ray in a time interval�t:

I (x, y) =
∫ �t

0
r (x, y; t)dt. (1)

Note that the image in (1) is defined mathematically, and
although it is defined in the region of the aperture assem-
bly, there is not an actual image physically formed in the
lensless compressive imaging architecture. For this reason,
the image of (1) is said to be a virtual image. A virtual image
I (x, y) can be considered as an analog image because it is
continuously defined in the region of the aperture assembly.

Let the transmittance of the aperture assembly be defined
as T (x, y). A measurement made by the sensor is the inte-
gration of the rays through the aperture assembly modu-
lated by the transmittance, and it is given by

z̄T =
∫∫

T(x, y)I (x, y)dxdy. (2)

Although the virtual image discussed above is defined on
the plane of the aperture assembly, it is not necessary to do
so. The virtual image may be defined on any plane that is
placed in between the sensor and the aperture assembly and
parallel to the aperture assembly.

B) Digitized image
The virtual image defined by (1) can be digitized by the aper-
ture assembly. For any given region R on the plane of the
aperture assembly, we define its characteristic function as

1R(x, y) =
{

1, (x, y) ∈ R

0 (x, y) /∈ R
. (3)
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Let the aperture elements of the aperture assembly be
indexed by (i , j) ∈ Z

2. We denote by Ei j the region on the
plane of the aperture assembly defined by the (i , j )th aper-
ture element as shown in Fig. 3. Each element Ei j can be
used to define a pixel in the digitized image and the pixel
value of the image at pixel (i , j ) is the integration of the rays
passing through the region Ei j and it is given by

I (i , j) =
∫∫

Ei j

I (x, y)dxdy,

=
∫∫

1Ei j (x, y)I (x, y)dxdy. (4)

Note that we use I (i , j ) to denote a digitized image of a
virtual image I (x, y) which is considered to be analog.

Equation (4) defines the digitized image I (i , j ). In com-
pressive sensing, it is often mathematically convenient to
reorder a pixelized image which is a two-dimensional (2D)
array into a one dimensional (1D) vector. Let q be amapping
from a 2D array to a 1D vector defined by, for example,

q : Z
2 → Z, so that

q(i , j) = i + ( j − 1)Nr , i , j = 1, 2, . . . ,
(5)

where Nr is the number of rows in the aperture assem-
bly. Then the pixelized image I (i , j ) can be represented
as a vector whose components are In where n = q(i , j ).
When there is no risk of confusion, we will simply use I to
denote the pixelized image, either as a 2D, or a 1D vector,
interchangeably. The total number of pixels in image I is
denoted by N .

C) Compressive measurements and
reconstruction
When the aperture assembly is programmed to implement
a compressive sensing matrix, the transmittance of each
aperture element is controlled according to the value of
the corresponding entry in the sensing matrix. For the mth
measurement, the entries in rowm of the sensingmatrix are
used to program the transmittance of the aperture elements.
Specifically, let sensing matrix A ∈ �M×N be a random
matrix whose entries, amn, are random numbers between 0
and 1. Then, for themth measurement, the transmittance of
the aperture assembly is given by

Tm(x, y) =
∑
i , j

am,q(i , j)1Ei j (x, y). (6)

Therefore, according to (2), the measurements are given by

zm
�= z̄Tm =

∫∫
Tm(x, y)I (x, y)dxdy,

=
∑
i , j

am,q(i , j)

∫∫
1Ei j (x, y)I (x, y)dxdy,

=
∑
i , j

am,q(i , j) I (i , j), m = 1, . . . , M.

(7)

Equation (7) is the familiar form of compressive measure-
ments if the pixelized image I (i , j ) is reordered into a

vector by the mapping q . Indeed, in the vector form, (7) is
tantamount to

zm =
∑
i , j

am,q(i , j) I (i , j) =
∑

n

amn In, or

z = A · I .

(8)

In above, z ∈ �M is the measurement vector of length M,
A ∈ �M×N is the sensing matrix and I ∈ �N is the vector
representation of the pixelized image I (i , j ).

It is well known [2, 9] that the pixelized image I can
be reconstructed from the measurement vector z by, for
example, solving the following minimization problem:

min
I∈�N

‖W · I‖ 1 , subject to A · I = z, (9)

whereW is some sparsifying operator such as total variation
[15] or framelets [9].

D) Angular dependence of incident rays
The definition of the virtual image I (x, y) and its digitiza-
tion I (i , j ) given above is theoretical, defined in terms of an
ideal sensor which is, in particular, independent of the angle
of incident rays from the scene. When a practical sensor is
considered, the definition of the image I (meaning I (x, y)
or I (i , j )) does not change, but the measurement vector z
of (7)–(9) would now depend on the property of the practi-
cal sensor. Our goal is still to compute, or approximate, the
previously defined I , but now from the practically obtained
measurement vector z.

Equations (7)–(9) hold only in the ideal case in which the
response of the sensor is independent of the angle of inci-
dent rays from the scene. When the response of the sensor
is a function of the angle of the incident rays, the measure-
ment vector z is given by an equation different from those
in (7)–(9) to be discussed below.

For a fixed geometry and relative locations of the aper-
ture assembly and the sensor, the angle of incidence of a ray
from the scene to the sensor is a function of (x, y) which
is the position where the ray intersects the aperture assem-
bly, see Fig. 3. Therefore, the response of the sensor is also
a function of (x, y). Define the response of the sensor as
Ḡ(x, y). Then the measurement vector z of (7), when the
effect of angular dependence is considered, becomes

zm =
∫∫

Tm(x, y)Ḡ(x, y)I (x, y)dxdy,

=
∑
i , j

am,q(i , j)

∫∫
1Ei j (x, y)Ḡ(x, y)I (x, y)dxdy,

≈
∑

n

amngn In, where

gn =
∫∫

1Eq(i , j) (x, y)Ḡ(x, y)dxdy. (10)
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Fig. 4. Multiple sensors are used with one aperture assembly to make multi-
view images.

Consequently, when the effect of angular dependence is
considered, (9) becomes

min
I∈�N

‖W · I‖ 1 , subject to A · G · I = z,

where G =

⎡
⎢⎣

g1 0 0

0
. . . 0

0 0 g N

⎤
⎥⎦ .

(11)

Equation (11) differs from (9) by a diagonal matrixG , which
reflects the angular dependence of incident rays of the sen-
sor. The diagonal matrix G only depends on the property of
the sensor and the location of the sensor relative to the aper-
ture assembly. In particular, different location of the sensor
results in a different G . In practice, the entries of G for
each sensor can be approximated in a calibration process.
For example, in order to find gn, n = 1, . . . , N , for a sen-
sor, a uniform white background is used as the scene, and
N measurements are taken by the sensor when the aperture
elements are opened and closed one by one. Each measure-
ment is then an approximation of the corresponding gn.

I I I . MULT I -V I EW IMAG ING

Multiple sensors may be used in conjunction with one aper-
ture assembly as shown in Fig. 4, in which two sensors are
drawn. A virtual image can be defined for each of the sen-
sors; for example, I (k)(x, y) is the virtual image associated
with sensor S(k), where the superscript k is used for indexing
themultiple sensors. These images aremulti-view images of
a same scene.

For a given pattern of transmittance T (x, y), each sen-
sor takes a measurement, and therefore, for a given sensing
matrix, the sensors produce a set of measurement vectors,
z(k), simultaneously. Each measurement vector z(k) can be
used to reconstruct a pixelized image I (k) by solving prob-
lem (9) independently without taking into consideration of
other measurement vectors. However, although the images
I (k) are different, there is a high correlation between them,
especially when the sensors are located near one another
and when the scene is far away. The correlation between

(a) (b)

Fig. 5. Various definitions for two sensors on a plane parallel to the plane of
aperture assembly. The illustration is made on a plane perpendicular to the
plane of aperture assembly so that the aperture assembly is illustrated as a ver-
tical line. The vertical line marked by “aperture assembly” illustrates the plane
on which the virtual image is defined. In (A), the regions marked by R(1)

C and
R(2)

C illustrates the common regions of I (1) and I (2), respectively. The regions
R(1)

D and R(2)
D are not marked, but they are the regions on the vertical line that

are complements of R(1)
C and R(2)

C , respectively.

the images can be exploited to enhance the quality of the
reconstructed images.

In the rest of this section, we analyze the relationship
between the images taken from two sensors. We will first
establish a mapping between the common scenes in the two
images for any scene geometry. Thismappingmakes it theo-
retically possible for the common scenes to be reconstructed
jointly withmeasurements fromboth sensors. Themapping
is, in general, not known explicitly if the scene geometry is
unknown. However, when the scene is planar and parallel
to the plane of aperture assembly, or when the scene is far
away, the mapping can be simplified and explicitly formu-
lated, and the joint reconstruction of the common scenes is
made practical.

A) Image decomposition
We consider two sensors, S(1) and S(2), that are placed on
a same plane parallel to the plane of aperture assembly,
as shown in Fig. 5. The sensors define two virtual images
I (1)(x, y) and I (2)(x, y). We want to explore common
component between them.

The area of the aperture assembly can be divided into
two disjoint regions, R(1)

C and R(1)
D , according to S(1). In

the simplest term, R(1)
C consists of the scene that can be

also seen by S(2); that is, the objects appearing in R(1)
C are

common in both images, I (1)(x, y) and I (2)(x, y). R(1)
D con-

sists of the scene that can be only seen by S(1); that is, the
objects appearing in R(1)

D can only be found in I (1)(x, y).
The definition of the two regions can be made more precise
using the rays from the two sensors.

As shown in Fig. 4, any point (x, y) on the aperture
assembly defines a ray that starts from the sensor S(1) and
passes through (x, y). The ray must ends at a point P in
the scene. Now if a ray emitted from point P can reach the
sensor S(2) through the aperture assembly without obstruc-
tion by other objects of the scene (with all aperture elements
open), then (x, y) ∈ R(1)

C . Otherwise, if no rays from P can
reach the sensor S(2) (with all aperture elements open), then
(x, y) ∈ R(1)

D . R(2)
C and R(2)

D can be similarly defined as above
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(a)

(b)

Fig. 6. Decomposition of images of a planar scene from two sensors.
I (k) = I (k)

C + I (k)
D , k = 1, 2. I (1)

C and I (2)
C are shifts of the common image, IC . (a)

The sensor distance is an integermultiple of the size of the aperture elements. (b)
The sensor distance is a non-integermultiple of the size of the aperture elements.

by reversing the role of S(1) and S(2). R(1)
C and R(2)

C are
illustrated in Fig. 5(A) in 1D view.

Incidentally, the definition of R(1)
C and R(2)

C also defines a
one-to-one mapping between them. The points where the
rays P S(1) and P S(2) intersect the aperture assembly are
mapped into each other. The mapping is defined as

U 12 : R(1)
C → R(2)

C so thatU 12(x, y) = (x + �x, y + �y),

U 21 : R(2)
C → R(1)

C so thatU 21(x + �x, y + �y) = (x, y),
(12)

where the relationship between points (x, y) and (x + �x,
y + �y) is shown in Fig. 4.
Now the virtual images I (k)(x, y) can be decomposed

using the characteristic functions of R(k)
C and R(k)

D as follows

I (k)(x, y) = I (k)
C (x, y) + I (k)

D (x, y)

I (k)
C (x, y) = I (k)(x, y)1R(k)

C
(x, y)

I (k)
D (x, y) = I (k)(x, y)1R(k)

D
(x, y)

, k = 1, 2. (13)

Furthermore, I (1)
C (x, y) and I (2)

C (x, y) are related through
the following equations:

I (2)
C (x, y) = I (1)

C (U 21(x, y)),

I (1)
C (x, y) = I (2)

C (U 12(x, y)).
(14)

The decomposition, I (k)
C (x, y) and I (k)

D (x, y), k = 1, 2, is
illustrated in Fig. 6 for planar scenes. The relation of Fig. 6
holds because in lensless compressive imaging, the three
planes, the scene plane, the plane of aperture assembly and
the plane on which the sensors are located, are parallel to
one another, as illustrated in Fig. 5(b).

The significance of the decomposition (13) is that the
two virtual images are decomposed into three components:
one component is common to both images, and the other

two components are unique to each individual image. More
specifically, if we define the common component as

IC (x, y) = I (1)
C (x, y), (15)

then we have

I (1)(x, y) = IC (x, y) + I (1)
D (x, y),

I (2)(x, y) = IC (U 21(x, y)) + I (2)
D (x, y).

(16)

Since IC (x, y) is common in both images, its reconstruction
may make use of the measurements from both sensors, and
therefore, its quality may be enhanced as compared to only
one sensor is used.

B) Joint reconstruction
The components of the virtual images, IC (x, y), I (1)

D (x, y)

and I (2)
D (x, y), can be pixelized to get three vector compo-

nents IC , I (1)
D and I (2)

D . Referring to Fig. 6, the decomposi-
tion is similar to (16) and given by

I (1) = IC + I (1)
D ,

I (2) = V · IC + I (2)
D .

(17)

In above, V is a matrix that performs shift and interpolat-
ing functions to approximate the operation of mappingU 21

defined in (12), as given by

V : �N → �N , such that for all IC ∈ �N ,

(V · IC )q(i , j) ≈
∫∫

1Ei j (x, y)IC (U 21(x, y))dxdy.
(18)

In other words, V · IC is a vector that approximates the
pixelized IC (U 21(x, y)).

The vector components IC , I (1)
D and I (2)

D may be jointly
reconstructed from the two measurement vectors, z(1) and
z(2), made from the two sensors,

S(1) and S(2). Let A be the sensing matrix with which the
measurements z(1)

m and z(2)
m aremade. Then the optimization

problem to solve is

min
IC ∈�N

‖W · IC ‖1 + σ

2

2∑
k=1

∥∥∥W · I (k)
D

∥∥∥
1
, subject to

A · IC + A · I (1)
D = z(1),

A · V · IC + A · I (2)
D = z(2).

(19)

In (19), σ > 0 is a normalization constant to account for
the areas of the four regions R(k)

C and R(k)
D , k = 1, 2. The

value of the joint reconstruction (19) lies in the fact that
there are only three unknown components in (19) with two
constraints (given by z(1) and z(2)), as compared to four
unknown components with two constraints if the images
are reconstructed independently from (9). Typically, IC has
muchmore nonzero entries than that of I (1)

D and I (2)
D , hence

the number of unknowns is reduced by almost a half.
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Equation (19) is valid for sensors that are independent of
incident angle. In practice, when the sensors have angular
dependence of incident rays, the constraints in (19) need to
bemodified according to (11). Let G (1) and G (2) be the diag-
onal matrices obtained from the calibration of the effect of
angular dependence of sensors S(1) and S(2), respectively.
Then, the constraints in (19) should be replaced by

A · G (1) · IC + A · G (1) · I (1)
D = z(1),

A · G (2) · V · IC + A · G (2) · I (2)
D = z(2).

(20)

In the rest of the paper, for simplicity, we omit the effect of
angular dependence, with the understanding that the effect
can be taken care of by (20).

In general, problem (19) is quite difficult to solve because
the regions R(k)

C and R(k)
D , k = 1, 2 are not known a pri-

ori, and they should be part of the solution. This general
problem requires further study and is not addressed in this
paper; instead, we resort to solving a simplified problem
where the regions R(k)

C and R(k)
D , k = 1, 2, can be computed

prior to the joint reconstruction.

C) Planar scene
When the scene is on a plane parallel to, and with a known
distance from, the plane of aperture assembly, it is possi-
ble to work out explicit formulas for the mappingsU 12 and
U 21 of (12). As shown in Fig. 5(b), let us define the distance
between two sensors to be d, the distance between the plane
of the sensors and the plane of aperture assembly to be f
and the distance between the scene plane and the aperture
assembly to be F . Then the mappingU 12 is given by

U 12(x, y) = (x + �x, y + �y),√
�x2 + �y2 = F

f + F
d,

(�x, �y) ∝
−−−−→
S(1)S(2).

(21)

The last line in (21)means that the two vectors have the same
angle, or orientation, in their respective planes.

In general, when the scene is non-planar, equation (21)
still holds, but F is no long a constant. It is rather a function
of position, i.e., F = F (x, y), and it is also scene depen-
dent. However, for the scene that is sufficiently far away,
F is large compared to f so that (F /( f + F )) ≈ 1, and
therefore, equation (21) becomes

U 12(x, y) = (x + �x, y + �y),√
�x2 + �y2 ≈ d,

(�x, �y) ∝
−−−−→
S(1)S(2).

(22)

According to (22), when the scene is sufficiently far away,
the virtual images from the two sensors are approximately
the same, except for a shift of distance d. Therefore, the
common region R(k)

C covers the entire aperture assembly
except for a border of width d. Consequently, compared to

the common image IC , the images I (1)
D and I (2)

D have small
energy. This implies that problem (19) is mainly a problem
for the single image IC , while using two measurement vec-
tors z(1) and z(2), twice asmanymeasurements as when each
of the images, I (1) and I (2), is reconstructed independently
as in (9). For this reason, multiple sensors may be consid-
ered as taking independent measurements for a same image
if the scene is sufficiently far away. This can be used as a
mechanism to increase the number of measurements taken
during a given time duration.

If the distance between two sensors, d, is equal to an
integermultiple of the size of the aperture elements, as illus-
trated in Fig. 6(a), then matrix V in (19) is simply a shift
matrix. In other words, the entries of V are zero except for
the entries on an off-diagonal, which are equal to 1, as in

V =

⎡
⎢⎢⎢⎣

. . . 1
. . .

. . .
. . . 1

. . .
. . .

. . .

⎤
⎥⎥⎥⎦

N×N

. (23)

D) High resolution
For sufficiently far away scenes, multiple sensors may also
be used as a mechanism to improve the resolution of the
common image IC . If the distance d between two sensors is
a non-integer multiple of the size of the aperture elements,
then I (1) and I (2) can be considered as two down-sampled
images of a higher resolution image, see Fig. 6(b). The
joint reconstruction can therefore be used to create a higher
resolution image.

Specifically, equation (16) can be rewritten as

I (1)(x, y) = IC (x, y) + I (1)
D (x, y),

I (2)(x, y) = IC (x − �x, y − �y) + I (2)
D (x, y).

(24)

If the distance d between two sensors is a non-integer mul-
tiple of the size of the aperture elements, then there is no
overlapping of grid points (x − �x, y − �y) with the grid
points (x, y). Therefore, equation (24) shows that images
I (1) and I (2) comprise different sampling of the same image
IC , i.e. I (1) samples IC at points (x, y), while I (2) samples
IC at points (x − �x, y − �y). Consequently, themeasure-
ment vectors z(1) and z(2) can be used to reconstruct the
image IC at both grid points (x, y) and (x − �x, y − �y).
This results in an image IC that has a higher resolution
than given by the aperture elements. This is illustrated in
Fig. 6(b).

E) Coded aperture imaging
The lensless compressive imaging withmultiple sensors can
also be used to implement the coded aperture imaging [13,
14], and therefore, the coded aperture imaging is merely a
special case of the multi-view lensless compressive imaging
of this paper, in which an array of sensors are used and each
sensor makes only one measurement.
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Indeed, let L be the total number of sensors in the multi-
sensor architecture of Fig. 4, then the constraints in (19) can
be written as

A · IC + A · I (1)
D = z(1),

A · V (k) · IC + A · I (k)
D = z(k), k = 2, . . . , L .

(25)

When the number of sensors L is large enough, e.g., when L
is in the same order of magnitude as N , the total number of
aperture elements in the aperture assembly, it is possible to
reconstruct an image by using only one aperture pattern so
that only one measurement is taken by each sensor. In this
case, the sense matrix A in (25) has only one row, i.e.

A = [a1, a2, . . . , aN ]. (26)

Thus, the measurements, with one measurement from each
sensor, can be rewritten as

z(1) = [a1, . . . , aN ] · IC + b(1),

z(k) = [a1, . . . , aN ] · V (k) · IC + b(k), k = 2, . . . , L ,
(27)

where

b(k) = [a1, . . . , aN ] · I (k)
D , k = 1, . . . , L . (28)

In the matrix form, (27) becomes

z
�=

⎡
⎢⎣

z(1)

...
z(L)

⎤
⎥⎦ = C · IC + b, (29)

where z is a column vector, each component of which is the
measurement from one of the L sensors, the matrix C is a
cyclic matrix whose first row is [a1, a2, . . . , aN ] (with zeros
padded) and the other rows are cyclic shifts of the first row.
Vector b includes measurement noise as well as portion of
the image that cannot be seen by all sensors. Equation (29)
is the recognizable equation for the coded aperture imaging
[14].

The analysis above not only demonstrates that the coded
aperture imaging is a special case of the lensless compressive
sensing, as shown in (29), but also it suggests an algorithmof
reconstruction for the coded aperture imaging, which is to
minimize the cost function in (19) subject to the constraints
(29).

I V . EXPER IMENT

A) Prototype
A lensless compressive imaging prototype with two sensors
is shown in Fig. 7. It consists of a transparent monochrome
liquid crystal display (LCD) screen and two photovoltaic
sensors enclosed in a light tight box. The LCD screen func-
tions as the aperture assembly while the photovoltaic sen-
sors measure the light intensity. The photovoltaic sensors

Fig. 7. Prototype device. Top: lab setup. Bottom left: the LCD screen as the aper-
ture assembly. Bottom right: the sensor board with two sensors, indicated by the
red circle.

are tricolor sensors, which output the intensity of red, green
and blue lights.

The LCD panel is configured to display 302 × 217 =
65 534 black or white squares. Each square represents an
aperture element with transmittance of a 0 (black) or 1
(white). A Hadamard matrix of order N = 65 536 is used
as sensing matrix, which allows a total number of 65 534,
corresponding to the total number of pixels in the image,
independent measurements to be made by each sensor. In
our experiments, we only make a fractional of the total
number of measurements. We express the number of mea-
surements taken and used in reconstruction as a percentage
of the total number of pixels. For example, 25 of mea-
surements means 16 384 measurements are taken and used
in reconstruction, which is a quarter of the total num-
ber of pixels, 65 534. In each experiment, a set of mea-
surements is obtained by each sensor simultaneously. The
two sensors are placed such that there is almost no verti-
cal offset, and there is a horizontal offset of approximately
3.5 pixels.

B) Multi-view
Measurements taken from each of the two sensors are used
to reconstruct an image using (9), independent of the mea-
surements from the other sensor. The total variation [15]
is used for the sparsifying operator W. The results are two
images that can be used for 3D display of a scene, as shown
in Fig. 8. The left and right images in Fig. 8 are placed so
that the cross-eyed view results in the correct stereogram.

Each of the images in Fig. 8 was reconstructed using 50
of measurements.
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Fig. 8. Multi-view images. Left: image reconstructed from measurements of sensor 1. Right: image reconstructed from measurements of sensor 2.

Fig. 9. Reconstruction using measurements from two sensors.

C) Measurement increase
We compare the quality of images by individual and joint
reconstructions in Fig. 9, which is composed of six images,
arranged in two columns and three rows. On the top row,
the two images are reconstructed by (9) using 12.5 (left)
and 25 (right) of measurements taken from sensor 1 only.
In the middle row, two images are the same; it is recon-
structed by (19) using 12.5 of measurements from each
of the two sensors (for a combined 25). On the bottom
row, the two images are reconstructed by (9) using 12.5
(left) and 25 (right) of measurements taken from sensor
2 only. We can make a couple of observations from Fig. 9.
First, as expected, the images using 25measurements from
one sensor only are clearly better than the images using
12.5measurements fromone sensor only. That is, an image
on the right column, top or bottom row, is better than an
image on the left column, top or bottom row. Second, the
image from joint reconstruction using measurements from

both sensors is better than images using 12.5 measure-
ments fromone sensor only, and as good as the images using
25measurements from one sensor only, i.e., in the left col-
umn, themiddle image is better than top and bottom; in the
right column, all three images are similar. In reconstruct-
ing the image in the middle row, although a total of 25 of
measurements are used, these measurements are taken in a
time interval during which each sensor only takes 12.5 of
measurements.

D) Higher resolution
In Fig. 10, the top andbottom images are reconstructed indi-
vidually by (9) using 25 of measurements taken from each
of sensor 1 and sensor 2, respectively. The middle image is
reconstructed using joint reconstruction to a higher resolu-
tion, 604 × 217, using 25 measurements from each of two
sensors, taking the advantage that there is a 3.5 pixels hori-
zontal offset between the two sensors. It is evident that the
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Fig. 10. Reconstruction to higher resolution using measurements from two
sensors.

image in the middle is sharper due to twice the horizontal
resolution.

V . CONCLUS ION

Lensless compressive imaging is an effective architecture
to acquire multi-view images. The cost of obtaining an
additional viewpoint is simply the cost of a single pho-
todetector. The compressive measurements from multiple
sensors in lensless compressive imaging may be used for
multi-viewing, enhancing quality of an image by increasing
number of measurements, or by increasing the resolution of
the image.
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