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Overview Paper

Progress in LPC-based frequency-domain
audio coding
takehiro moriya, ryosuke sugiura, yutaka kamamoto, hirokazu kameoka
and noboru harada

This paper describes the progress in frequency-domain linear prediction coding (LPC)-based audio coding schemes. Although
LPC was originally used only for time-domain speech coders, it has been applied to frequency-domain coders since the late
1980s. With the progress in associated technologies, the frequency-domain LPC-based audio coding scheme has become more
promising, and it has been used in speech/audio coding standards, such as MPEG-D unified speech and audio coding and 3GPP
enhanced voice services since 2010. Three of the latest investigations on the representations of LPC envelopes in frequency-domain
coders are shown. These are the harmonic model, frequency-resolution warping and the Powered All-Pole Spectral Envelope, all
of which are aiming at further enhancement of the coding efficiency.
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I . I NTRODUCT ION

Speech and audio coding technologies have been investi-
gated since the 1960s and have made very big contributions
to various communications systems, such as telephony,
broadcasting, and storage. An historical view of the main
developments in speech and audio coding is shown in Fig. 1.
We can roughly categorize the schemes for speech and audio
coding into four types: the vocoder, speech coding for two-
way communication, audio coding for one-way communi-
cation, and lossless compression, or reversible compression.

The vocoder (voice coder) is based on a structure with
a simple source and filter model. It tries to keep only the
spectral envelope and some features of the excitation source,
such as voiced or unvoiced and the fundamental frequency.
To synthesize signal, the decoder uses some parameters of
the source in combination with parameters of power spec-
trum characterized by the shape of the vocal tract. Thus, the
waveform of the output signal of the decoder is different
from that of the input signal. For the purpose of repre-
senting the power spectrum efficiently, the linear prediction
coding (LPC) filter [1–3] and LPC parameters, such as par-
tial autocorrelation (PARCOR) [4] and line spectrum pair
(LSP) [5, 6], were invented and extensively studied for the
optimization.
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Speech coding designed for two-way communication,
such as telephony, requires low delay and low bit rates. Most
of the coding schemes in this category rely on time-domain
LPC analysis and synthesis technologies. Most of the cel-
lular phone systems in the world still use the code excited
liner prediction (CELP) more specifically, algebraic CELP
(ACELP) scheme, which is based on a simple excitation
source and LPC filter. Audio coding for one-way commu-
nication is mainly used for broadcasting and in audio play-
ers. Traditionally, coding schemes in this category rely on
frequency-domain coding, especially efficient quantization
of modified discrete cosine transformation (MDCT) coeffi-
cients. This category is also referred to as perceptual cod-
ing because the compression performance is significantly
enhanced by using perceptual characteristics on top of the
compression to remove signal redundancy.

Lossless compression, or reversible compression
schemes, are devised for the application of long-term
archiving or high-quality audio delivery. Their objective is
to reduce bit rate asmuch as possible under the constraint of
perfect signal reconstruction without any digital distortion.

Note that coding schemes in the second and third cat-
egories are also called high-compression waveform coding
because they aim to reconstruct the same, or perceptually
the same, waveform as accurately as possible within the
constraint of the given bit rates. Recent developments and
standardization are aiming at integrated speech and audio
coding by making use of both time and frequency domain
coding. In addition, entropy coding tools for lossless com-
pression and efficient quantization tools for LPCparameters

1

mailto:t.moriya@m.ieice.org


2 moriya et al.

Fig. 1. Historical view of the progress in speech and audio coding schemes. Ver-
tical axis roughly corresponds to bit rates. Arrows represent rough influence of
fundamental technologies.

have been incorporated into the latest speech and audio
coding schemes. Thus, most of the coding schemes in all
categories shown in Fig. 1 depend on LPC technology.

In the following sections, we review LPC technology,
in particular frequency-domain coding. We focus on the
enhancement of rate-distortion performances and inten-
tionally skip the perceptual optimization although it is obvi-
ous that the enhancement of the perceptual quality depends
on the use of various perceptual characteristics. We have
commonly used a conventional perceptual control scheme
based on the smoothed LPC envelope in this paper.

The common framework of the LPC-based MDCT cod-
ing scheme as a baseline is shown in the next section. On
top of the baseline, we describe three enhancement tools for
efficient and accurate representation of LPC envelope. Note
that they have been constructed on slightly different base-
line systems with independent implementation, although
they have a common structure.

The first enhancement tool is the harmonic model
in combination of the LPC envelope [7]. The second is
frequency-resolution warping of the LPC envelope [8, 9].
The third is powered all-pole spectrum estimation (PAPSE)
[10, 11], for LPC modeling of the envelope, which takes the
distribution of quantized MDCT coefficients into account.
All tools are intended to enhance the efficiency of entropy
coding of quantized MDCT coefficients. Rate-distortion
performances have been enhanced by means of reduction
of average bit consumption or reduction of quantization
distortion with these tools. All tools are summarized in
Table 1.

I I . ROLE OF LPC

Digital signal processing has been used to process speech
signals since the 1960s, and LPC has been investigated

almost from the beginning. LPC coefficients can be derived
by the fast Levinson–Durbin algorithm and can be effi-
ciently quantized in the form of PARCOR coefficients or
LSP parameters. These quantization tools for speech cod-
ing have been extensively investigated and have influenced
audio coding.

As shown in Fig. 2, the structure of the LPC prediction
filter and synthesis filter is used for lossless coders, high-
compression coders, and vocoders. The LPC inverse filter
converts the input signal to a prediction residual signal,
whose value is the difference between the input signal value
and the predicted value. The spectrum of the residual sig-
nal is almost flat and its variance is significantly reduced
from that of the original signal. The original signal can
be reconstructed from the residual signal by the LPC syn-
thesis filter with the same LPC coefficients as the inverse
filter.

The LPCmodels the signals with the all-pole representa-
tion:

H(z) = σ

1 +∑p
n=1 anz−n

(1)

with its model parameters, or LPC coefficients, {an}p
n=1, and

the normalized residual gain σ . σ 2 represents normalized
variance of the prediction residuals. When the original sig-
nal has a variance of 1, the variance of the prediction residual
becomes σ 2. This can be written by

σ 2 =
p∏

n=1

(1 − k2
n), (2)

where kn denotes nth PARCOR coefficient.

Gainprediction = 1

σ 2
. (3)

Gainprediction is the prediction gain indicating the effect of the
prediction, or the energy-reduction rate by the prediction.

Fig. 2. LPC synthesis for three types of coding schemes: lossless coder, high–
compression waveform coder, and vocoder.

Table 1. Summary of new enhancement tools for LPC envelope.

Name of tools Harmonic model Resolution warping Powered spectrum (PAPSE)

Effects Accurate harmonic structure Accurate envelope for low frequency Accurate envelope for non-Gaussian
Requirements Additional side information Additional process for warping Additional process for powering
Methods Rendering with periodic peaks Warping by sparse matrix Modification by powered envelope
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For vocoders, the residual signal is replaced with a syn-
thetic excitation signal with a simple pitch pulse train or
white noise component. Output signal can be reconstructed
by combining the excitation signal and LPC synthesis fil-
ter at the decoder. Transmitted information includes only
the LPC coefficients and excitation parameters. Since there
is no need for transmitting information for representing
individual signal samples, the compression ratio can be 1/30.

For lossless coders, residual signal values are represented
by integer numbers and losslessly compressed by entropy
coding. Bit rates for speech and audio signal can be reduced
by roughly half owing to the reduction in the variance of the
residual.

For high-compression waveform coders, residual signals
are quantized and compressed with the constraint of the
trade-offs between the bit rates and quantization distortion.
LPC prediction gain plays a main role in reducing quan-
tization distortion or bit rate reduction. In either the time
domain or frequency domain, we can roughly compress bit
rates to 1/10 of the original while keeping the practically
acceptable quality of the output signal.

In the frequency domain, we can make use of the devi-
ation in the spectrum caused by the time-domain sample
correlation to reduce quantization distortion by means of
adaptive bit allocation or adaptive weighted distortionmea-
sure on the frequency axis. As long as a smooth spectral
envelope generated by the same LPC coefficients is used for
adaptive bit allocation or for adaptive weighting, we get the
frequency-domain (transform) gain, which is the same as
the prediction gain Gainprediction in the time domain [12].

The fundamental categories of the decoder part of speech
and audio coding (high-compression coder) is shown in
Fig. 3 in view of the LPC process.

Category (A) includes typical frequency-domain audio
coding schemes, such as MP3 [13] and AAC [14]. These
normally use scale-factor-band wise energy to characterize
the power spectrum of the signal, namely, approximation of
variance of MDCT coefficients.

Schemes in category (B) use the LPC envelope to
characterize the power spectrum. This category includes
transform domain weighted interleave vector quantization
(TwinVQ) [15, 16], the TwinVQ tool in MPEG-4 general
audio [17], a low-delay coding in [18], low-bit rate modes in
MPEG-D unified speech and audio coding (USAC) [19–21],
and some of the modes in 3GPP enhanced voice services
(EVS) [22–27].

Coders in category (C) use the LPC synthesis filter at
the decoder, and the excitation signals are represented in
the frequency domain. Discrete cosine transform (DCT)
is typically used since the LPC synthesis filter can remove
frame boundary discontinuity, while MDCT has been used
in schemes in categories (A) and (B) to avoid it. This
category includes transform coding with weighted vector
quantization (TCWVQ) [12], transform coded excitation
(TCX) [28, 29], and 3GPP extended adaptive multi-rate
wideband (AMR-WB+) [30, 31]. We need to be careful
that the term “TCX” has been commonly used in both
category (B) and (C).

(a)

(b)

(c)

(d)

Fig. 3. Classification of coding schemes: (a) conventional audio encoder [upper
branch]/decoder[lower branch], (b) LPC-based audio encoder/decoder, (c)
LPC-synthesis audio encoder/decoder (original transform coded excitation:
TCX), and (d) time-domain LPC encoder/decoder.

Category (D) includes typical speech coders such as
CELP [32] based on LPC synthesis. Excitation signals for
the filter are represented by a random or trained vector,
but mostly the algebraic structure used in ACELP [33, 34],
where the excitation signal is constructed by a summation of
several tracks with a sparse unit-amplitude pulses. Note that
even when time-domain codes are used, frequency-domain
or autocorrelation-domain code searches are carried out to
reduce complexity [35, 36].

Although there have been no quantitative comparisons
of schemes based on the scale factor band in category (A)
and the LPC-based ones in category (B), MPEG-D USAC,
for example, uses schemes in category (A) for higher-bit-
rate modes and in (B) for low-bit-rates modes. The 3GPP
EVS standard for mid-range bit-rates modes [23] switches
both types of transform coding frame by frame, in cat-
egory (A) and (B). It is based on the observation that
the scale-factor-band energy representation can efficiently
compress the side information for a flat spectrumwhen sub-
band wise differential coding and entropy coding of energy
are combined. In contrast, side information represented
by LPC, in particular, by LSP parameters can efficiently
quantize a spectral envelope even with a high dynamic
range.

Considering the status of these standards, the schemes
in category (B), in particular the types used in combina-
tion with entropy coding of scalar-quantized (SQ) MDCT
coefficients, seem to be the most promising for low-rate
and low-delay coding. Therefore, they will be used as the
baseline coding for investigating the additional tools.
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I I I . LPC -BASED MDCT COD ING AS
BASEL INE

The baseline encoder and decoder are shown in Figs 4 and 5.
The yellow shades represent regions of processing of noise
shaping of MDCT spectra with LPC envelope, where some
enhancement tools are mainly applied in this paper.

At the encoder, original spectra, which are MDCT coef-
ficients, are noise-shaped to get weighted spectra. Noise
shape means that spectra are multiplied by perceptual
weight Pk for each frequency bin k = 0, . . . , N − 1, where
N is the frame length. Note that PN−1 is the weight at the
half sampling frequency, since 2N by N transform is used.
These weights are calculated from the LPC envelopes.

The spectral envelopes are given by the frequency
response of the LPC filter:

Hk =
∣∣∣∣∣1 +

p∑
n=1

ane−j(πk/N)n

∣∣∣∣∣
−1

(4)

with pth order LPC coefficients {an}p
n=1 and the imaginary

unit j distinguished from a variable j . The weights are given
from the same coefficients as

Pk = 1/H̃k =
∣∣∣∣∣1 +

∑
n

anγ
ne−j(πk/N)n

∣∣∣∣∣ , (5)

where 0 < γ < 1. Coefficient {H̃k}N−1
k=0 in equation (5) cor-

responds to the smoothed form of the envelope {Hk}N−1
k=0 .

These relations are shown in Fig. 6.
Weighted spectra are scaled and SQ to get an integer

sequence of quantized codes. The integer sequence is com-
pressed by entropy coding. As shown in Fig. 7, the ampli-
tude distribution of codes can be estimated by the modified

Fig. 4. Baseline encoder for LPC-based MDCT coding.

Fig. 5. Baseline decoder for LPC-based MDCT coding.

Fig. 6. Example of LPC envelope and smoothed one. Envelope of frequency
domain residue to be quantized is estimated to Hk/H̃k . γ = 0.92 is used for
smoothing in this figure.

Fig. 7. Relationship between LPC envelope and variance of MDCT spectra for
quantization. LPC envelope information assists efficient compression of entropy
coding for SQ MDCT spectra. When LPC envelope has large value, we expect
MDCT spectra have large variance and they should be efficiently coded by Rice
coding with the large Rice parameter, which consume many, say 5, bits. In con-
trast, MDCT spectra should be efficiently coded with fewer bits when LPC
envelope is small.

LPC envelope. Since the original spectra have the enve-
lope of {Hk}N−1

k=0 , the quantized sequence has the shape
{Hk/H̃k}N−1

k=0 . The combination of scalar-quantization and
adaptively controlled entropy coding can naturally allocate
more bits for a spectral component with larger amplitude.
This mechanism gives the same effect of reduction of quan-
tization noise as the original adaptive transform coding
[37] schemes with adaptive bit allocation or the adaptive
weighting measure for vector quantization.

At the decoder, {H̃k}N−1
k=0 is multiplied to the recon-

structed spectra to get the same spectra as the input.
Since the quantization noise has the flat shape in the fre-
quency domain, reconstructed spectra have quantization
noise whose envelope is expected to have a smoothed shape
of {H̃k}N−1

k=0 . This shape is an approximation of the noise
level masked by the target signal, in which results the per-
ceptual concealment of the quantization noise.

When the rate for every frame is fixed, we need to adjust
the number of used bits to be less than the target bits
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Fig. 8. Convergence process of code length and gain in a rate loop. If code
length is longer than the target code length, gain is reduced, or step size is
increased. Otherwise, gain is increased. Proposing new tools can enhance the
efficiency of entropy coding, and can reduce the distortion subject to the same
bit rates.

by using repeated trials of changing the gain (step size),
called “rate loop” as shown in Fig. 8 since the result of the
code length (used bits) by entropy coding varies. Proposing
new tools can reduce the distortion through enhancing the
efficiency of entropy coding and the rate loop.

I V . HARMON IC MODEL FOR TCX

In cases of a shorter frame size and a shorter overlap win-
dow size, one of the most obvious quality degradations was
observed for tonalmusic signals. This seems to be caused by
insufficient compression performance of entropy coding for
high peaks in the MDCT coefficients, which cannot be fol-
lowed by a smooth LPC envelope. We, therefore, proposed
a harmonic model on top of the LPC envelope to enhance
the efficiency of the entropy coding, in particular, arithmetic
coding. The aim of the harmonic model is to enhance the
probability modeling for the arithmetic coding. Unlike long
term prediction (LTP) used in AAC [14], which exploits
the irrelevance of tonal signals by shaping the quantization
noise, this method exploits the redundancy of the harmonic
structure. Both concepts can be combined, which is actually
the case in the 3GPP EVS codec, where the LTP postfilter is
also present.

The baseline system assumes that variances of the quan-
tized spectra have smooth shapes across the frequency axis
and they follow the shape of the normalized LPC enve-
lope. There are, however, strong peaks in the spectra, which
demand many bits if the entropy coding has no informa-
tion about these peaks. We have devised simple harmonic
model that modifies the LPC envelope as shown in Figs 9
and 10. We construct peak shapes as shown in Fig. 11 only
when they have a simple harmonic structure, namely, when
they are aligned with equal intervals on the frequency axis.
We frequently encounter this case for tonal sound in syn-
thetic music used in holding tones, of which degradation
due to compression coding ismore apparent comparedwith
complex sounds. In this case, we can encode the side infor-
mation of the interval and relative gain of the peaks with

Fig. 9. Harmonic model combined with the baseline encoder.

Fig. 10. Harmonic model combined with the baseline decoder.

small number of bits to modify the LPC envelope. The
modified envelope shape can tell the appropriate variance
parameter to the entropy coding and can greatly save bits.

If we combine this harmonicmodel with a forward adap-
tive LTP postfilter, we can further improve the efficiency of
compression of side information for the harmonic model.
“Forward adaptive”means that the postfilter uses side infor-
mation which have been extracted in the preprocessing at
the encoder. Time-domain pitch lag parameterized for LTP
can be used as a good estimate of the frequency-domain
interval and can reduce bit consumption for the interval.

Subjective listening tests by MUSHRA [38], have been
carried out to compare the quality with the harmonicmodel
and the baseline without it. Seven input items covering var-
ious kinds of music and mixtures of music and speech were
encoded with a sampling rate of 16 kHz, bit rate of 9.6 kbps,
and frame size of 20ms. The number of listeners was seven.
Item-by-item differential averaged scores over listeners are
shown in Fig. 12. We can see that the majority of items,
including total average, got significantly better scores when
the harmonic model was employed.

Fig. 11. Example of harmonic model used in combination with the LPC enve-
lope.
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Fig. 12. Differential scores (item-by-item average and 95 confidence intervals)
of MUSHRA with and without the harmonic model and. Asterisks indicate the
existence of significant difference at 5  in a paired t-test.

V . RESOLUT ION -WARPED LPC
FOR TCX

Generally, the LPC envelope has a uniform frequency res-
olution over frequencies for fitting on the spectra since
it is composed of linearly combined sinusoids as seen in
equation (4). This limitation on the resolution causes, in
some cases, a failure in representing the spectra, which ends
up in unexpected bit allocations by the entropy coding. Of
course, this resolution can be enhanced by increasing the
order of LPC, but this also leads to an increase in the bits

Fig. 13. Differential scores (item-by-item average and 95 confidence inter-
vals) of AB test with and without resolution-warped LPC. Asterisks indicate the
existence of significant difference at 5 in a t-test.

to code the LPC coefficients and computational complex-
ity to estimate the LPC coefficients from the signal. In fact,
most natural sounds have a relatively higher power at lower
frequencies so that the information content of quantized
signals, the diversity of the spectral values in other words,
tends to concentrate in the lower band. Therefore, instead
of using higher-order LPC, it is smart to modify the LPC
model to warp the frequency resolution, for example, into a
Mel-frequency scale [39].

Taking into account that TCX requires only the spectral
envelope and does not use an LPC filter as a time-domain
filter, we devised a simple method with lower complex-
ity compared to the earlier challenges (like [40–45]) of
representing envelopes with warped frequency resolution.
In this method [8, 9], the power spectra of the signal,
or squared MDCT coefficients, are first frequency warped
and inverse Fourier transformed. Then, as in the conven-
tional LPC, coefficients are estimated by performing the
Levinson–Durbin algorithm, with the transformed spectra
regarded as a pseudo-auto-correlation function. The LPC
envelope given from the coefficients shows uniform resolu-
tion over the “warped” frequencies. Therefore, resetting the
frequency by the inversewarping results in an envelopewith
its frequency resolution warped. This warping and inverse
warping can be approximated by sparse non-negativematri-
ces, which can prevent increases in computation costs.

This method differs from the conventional LPC only in
the additionalmatrix operations, which costs little complex-
ity when thematrices are sparsely designed. In addition, the
Levinson–Durbin algorithm enables us to check the stabil-
ity of the LPC coefficients easily during the estimation just
as in the conventional one.

The resolution-warped LPC was integrate into the base-
line coder as in Fig. 14 and its effects on the subjective
quality were evaluated by an informal AB test. Seven par-
ticipants were blindly provided with items with a 16-kHz
sampling rate, each coded in 16 kbps by both the base-
line coder and integrated coder. After listening to the ref-
erences, the participant chose the method they preferred

Fig. 14. Resolution-warped LPC combined with the baseline encoder/decoder.
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by scoring from −2 to 2 points for each item. The item-
wise result in Fig. 13 proves the resolution-warped LPC
actually enhanced the subjective quality of the coder. The
resolution-warped LPC envelope represented the shape of
the spectra more precisely in the lower band when we used
the Mel-frequency warping, which enhanced the compres-
sion efficiency of the entropy coding.

V I . PAPSE FOR TCX

In designing coders, we have the option of assuming distri-
butions for the spectra, and the more likely the actual spec-
tra belong to the assumed distribution, the more efficiently
we can compress it by the entropy coding. For audio coders,
the Laplacian distribution has been well used: for example,
USACandEVSuse the distributionwith the arithmetic cod-
ing for the entropy coding, and SHORTEN [46, 47],MPEG-
4 audio lossless coding (ALS) [48–55], and ITU-T G.711.0
[56–58] assume the Laplacian by using Golomb–Rice cod-
ing [59–61] for the bit allocations. Of course there are some
merits to assuming the Laplacian because of its simplicity,
but the distribution of the target may vary depending on
both the acoustic properties of the target and the conditions
of the coding frame length for the frequency representa-
tion, for example. To fully use the statistical properties of
the target, we need to be able to deal with a wider variety of
distributions.

As a class of such distributions, the generalized Gaussian
is well known not only in audio analysis, but also in image
and video analysis [62–67]:

fGG (X || φ, α) = C1(α)

φ
exp

(
−
∣∣∣∣C2(α)

X

φ

∣∣∣∣
α)

, (6)

where C1 and C2 are constants written by the gamma func-
tion �(x) = ∫∞

0 e−t tx−1dt as

C1(α) = αC2(α)

2�(1/α)
, C2(α) =

√
�(3/α)

�(1/α)
. (7)

This model has a shape parameter α that makes the model
represent the Gaussian (when α = 2) and Laplacian (when
α = 1). Although using this distribution, with an appropri-
ateα, at the entropy coding as in Fig. 7 seems to enablemore
practical bit allocations, it is known that the LPC envelope
is not optimal for the code length when α �= 2.

To guarantee the optimality of the envelope with low
computational costs, we extended LPC in [11] using a pow-
ered model as

Hk,α ≡
(

αC2(α)α∣∣1 +∑p
n=1 ane−j(πnk/N)

∣∣2
)1/α

≡ α1/αC2(α)H2/α
k ,

(8)

which leads to the code length L of a frame of quantized
MDCT coefficients {Xk}N−1

k=0 as

L ∝
N−1∑
k=0

− log fGG (Xk || Hk,α , α) ∝
N−1∑
k=0

DIS(H2
k || |Xk|α),

(9)
written in Itakura–Saito (IS) divergence DIS(x||y) = y/x −
ln(y/x) − 1. The minimization of this code length can
be solved just as LPC by regarding α-th-powered spec-
tra as power spectra since the algorithm gives coef-
ficients that minimize the IS divergence between the
squared LPC envelope and power spectra. Figure 15 depicts
the procedure for this method and the integration into
the baseline coder. The extraction of the envelope only
requires powering operations before and after the con-
ventional LPC. We therefore call this method powered
all-pole spectrum estimation (PAPSE). Note that PAPSE
becomes equivalent to LPC when α = 2 and to [10] when
α = 1.

We compared the signal-to-noise ratio (SNR) of the
quantized spectra using both LPC and PAPSE with the gen-
eralized Gaussian assumed for the spectra in the arithmetic
coding. The bit rate was fixed at 16 kbps. The MDCT spec-
tra of audio data were compressed for each shape parameter
α. The average SNR of the data for each α is plotted in

Fig. 15. PAPSE combined with the baseline encoder/decoder.
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Fig. 16. SNR of the quantized spectra by the shape parameter α for the arith-
metic coding using eachmethod. A total of 24 720 frames ofMDCT coefficients
were tested at 16 kbps.

Fig. 17. Differential scores (item-by-item average and 95 confidence inter-
vals) of MUSHRA with and without PAPSE. Asterisks indicate the existence
of significant difference at 5 in a paired t-test.

Fig. 16. The peak of the curve for the proposed PAPSE
seems to be in between 0.5 and 1 with α = 0.7 attain-
ing the maximum average SNR in this test. On the other
hand, with the LPC, introducing the generalized Gaus-
sian was less effective since LPC does not guarantee the
optimality of its coefficients in the sense of description
length.

A subjective evaluation was organized using MUSHRA
[38] with nine participants. The baseline coder used Lapla-
cian for the arithmetic coding as the conventional coders
do, while the coder integrated with PAPSE used the gen-
eralized Gaussian of α = 0.7. The relative scores of the
integrated coder compared to the baseline coder are pre-
sented in Fig. 17. The baseline coder was actually enhanced
by introducing the generalized Gaussian and the PAPSE
optimized for it, with the average score having a significant
difference at 5.

V I I . CONCLUS ION

Progress in frequency-domain LPC-based coding schemes
was described. Coding schemes in relation to LPC were
reviewed historically, and recently proposed tools for
improving compression efficiency were shown. The pro-
posed tools include the harmonic model, frequency reso-
lution warping, and PAPSE. The first tool has already been

incorporated into the 3GPP EVS standards, and the remain-
ing tools are promising for future development. All of the
tools can be combined. Frequency-domain LPC-based cod-
ing might be a candidate for truly unified speech and audio
coding in the future.
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