SIP (2018), vol. 7, e14, page 1 of 14 © The Authors, 2018.

This is an Open Access article, distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/4.0/), which permits
unrestricted re-use, distribution, and reproduction in any medium, provided the original work is properly cited.

doi:10.1017/ATSIP.2018.17

ORIGINAL PAPER

Chord-aware automatic music transcription
based on hierarchical Bayesian integration of
acoustic and language models

YUTA OJIMA, EITA NAKAMURA, KATSUTOSHI ITOYAMA AND KAZUYOSHI YOSHII

This paper describes automatic music transcription with chord estimation for music audio signals. We focus on the fact that
concurrent structures of musical notes such as chords form the basis of harmony and are considered for music composition. Since
chords and musical notes are deeply linked with each other, we propose joint pitch and chord estimation based on a Bayesian
hierarchical model that consists of an acoustic model representing the generative process of a spectrogram and a language model
representing the generative process of a piano roll. The acoustic model is formulated as a variant of non-negative matrix factor-
ization that has binary variables indicating a piano roll. The language model is formulated as a hidden Markov model that has
chord labels as the latent variables and emits a piano roll. The sequential dependency of a piano roll can be represented in the
language model. Both models are integrated through a piano roll in a hierarchical Bayesian manner. All the latent variables and
parameters are estimated using Gibbs sampling. The experimental results showed the great potential of the proposed method for

unified music transcription and grammar induction.
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. INTRODUCTION

Automatic music transcription (AMT) refers to the estima-
tion of pitches, onset times, and durations of musical notes
from music signals and has been considered to be impor-
tant for music information retrieval. Since multiple pitches
usually overlap in polyphonic music and each pitch con-
sists of many overtone components, estimation of multiple
pitches is still an open problem. Although such multipitch
estimation is often called AMT, quantization of onset times
and durations of musical notes is required for completing
AMT.

A major approach to multipitch estimation and AMT is
to use non-negative matrix factorization (NMF) [1-4]. It
approximates the magnitude spectrogram of an observed
music signal as the product of a basis matrix (spectral
template vectors, each of which corresponds to a pitch)
and an activation matrix (gain vectors, each of which is
associated with a spectral template). NMF can be inter-
preted as statistical inference of a generative model that
represents the process in which multiple pitches with
time-invariant spectra are superimposed to generate an
observed audio signal. There remain two major problems
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when we adopt it for multipitch estimation. First, the esti-
mated activation matrix needs to be thresholded in post-
processing to obtain a piano roll that indicates the existence
of each pitch at each time unit (e.g., 16th-note length or
time frame). An optimal threshold is different for each
musical piece and is thus difficult to find. Second, rela-
tionships among two or more pitches are not considered
in NMFE, which may result in musically inappropriate
estimations.

When humans manually transcribe music signals into
musical scores, not only the audio reproducibility but also
musical appropriateness of the scores is considered to avoid
musically unnatural notes. Such musical appropriateness
can be measured in accordance with a music theory (e.g.,
counterpoint theory and harmony theory). For instance,
music has simultaneous and temporal structures; certain
kinds of pitches (e.g., C, G, and E) tend to simultaneously
occur to form chords (e.g., C major) and chords vary over
time to form typical progressions.

Many studies have been conducted for estimating chords
from musical scores [5-8]. If chord labels are given as clues
for multipitch estimation, musically appropriate piano rolls
is expected to be obtained. Typical chords and chord pro-
gressions, however, vary between music styles, e.g., the har-
mony theory of jazz music is different from that of classical
music. It would thus be better to infer chords and their pro-
gressions adaptively for each musical piece. Since chords are
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determined by note cooccurrences and vice versa, simul-
taneous estimation of chords and note cooccurrences is a
chicken-and-egg problem. This indicates that it is appropri-
ate to estimate chords and note cooccurrences in a unified
framework.

In this paper, we propose a novel statistical method that
discovers interdependent chords and pitches from music
signals in an unsupervised manner (Fig. 1). We formulate
a unified probabilistic generative model of a music spec-
trogram by integrating an acoustic model and a language
model in the frame or tatum (16th-note-level beat) level,
where the correct tatum times are assumed to be given in
this paper. The acoustic model represents how the spectro-
gram is generated from a piano roll based on an extension
of NMF with binary activations of pitches in the same way
as [9]. The language model represents how the piano roll
is generated from a chord sequence based on an autore-
gressive hidden Markov model (HMM) that considers the
sequential dependencies of chords and pitches. In our pre-
vious study [10], we formulated only a frame-level unified
model based on a standard HMM that considers only the
sequential dependency of chords.

We then solve the inverse problem, i.e., given a music
spectrogram, the whole model is inferred jointly. Since the
acoustic and language models can be trained jointly in an
unsupervised manner, the basis spectra of pitched instru-
ments and typical note cooccurrences are learned directly
from the observed music signal and all the latent vari-
ables (pitches and chords) are thus estimated jointly by
using Gibbs sampling. Note that the language model can
be trained in advance and the probabilities of typical note
cooccurrences obtained from the training data are used as
the parameters of the language model.

The major contribution of this study is to achieve gram-
mar induction from music signals by integrating acoustic
and language models. Both models are jointly learned in
an unsupervised manner unlike a typical approach to auto-
matic speech recognition (ASR). While ASR is based on a
two-level hierarchy (word-spectrogram), our model has a
three-level hierarchy (chord-pitch-spectrogram) by using
an HMM instead of a Markov model (n-gram model) as
a language model. We conducted comprehensive compar-
ative experiments to evaluate the effectiveness of each com-
ponent of the proposed unified model. Another important
contribution is to release beat and chord annotations of the

MAPS database [11] used for evaluation. Recently, ground-
truth annotations of several musical elements (e.g., tempo,
time signature, and key) for the MAP database were released
by Ycart and Benetos [12]. Our annotations are complemen-
tary to their annotations.

The rest of the paper is organized as follows. Section II
reviews related work on acoustic and language modeling.
Section III explains the unified model based on acoustic and
language models, and Section IV describes Bayesian infer-
ence of the model parameters and latent variables. Section V
reports comparative evaluation using piano music data, and
Section VI summarizes the paper.

Il. RELATED WORK

This section reviews related work on acoustic modeling,
language modeling, and integrated acoustic and language
modeling for AMT.

A) Acoustic modeling

NMEF and probabilistic latent component analysis (PLCA)
are conventionally applied as the methods for spectrogram
decomposition [1-4, 9, 13-18]. NMF approximates a non-
negative matrix (a magnitude spectrogram) as the product
of two non-negative matrices; bases (a set of spectral tem-
plates corresponding to different pitches or timbres) and
activations (a set of gain vectors). Similarly, PLCA approxi-
mates a normalized spectrogram as a bivariate probability
distribution and decomposes it into a series of spectral
templates, pitches, instruments, and so on.

Smaragdis [19] proposed convolutive NMF that uses a
time-frequency segment as a template. Virtanen et al. [3]
reformulated bases as the product of sources corresponding
to pitches and filters corresponding to timbres. This exten-
sion contributes to reducing the number of parameters and
makes the estimation of bases more reliable, especially when
different instruments play the same pitch. Vincent et al. [4]
also extended NMF by forcing each basis to have harmonic-
ity and spectral smoothness. Each pitch is represented as
the sum of corresponding bases so that it adaptively fits the
spectral envelope of a musical instrument in the observed
music signal. O’Hanlon et al. [20] proposed group-sparse
NMEF that can represent the co-activity of bases. Using
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Fig. 1. A hierarchical generative model consisting of language and acoustic models that are linked through binary variables representing the existences of pitches.
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group sparsity in addition to narrow bands proposed in [4],
they let bases fit more adaptively to the observed signals.
Cheng et al. [15] proposed an attack and decay model for
piano transcription.

There have been some attempts to introduce prior
knowledge into the NMF framework. Cemgil et al. [13]
described Bayesian inference for NME Hoffman et al. [2]
introduced a Bayesian non-parametric model called y-
process NMF to estimate an appropriate number of bases
that are necessary to reconstruct the observation. Liang
et al. [9] also proposed a Bayesian non-parametric exten-
sion called B-process NMF that multiplies a binary matrix
(mask) to the activation matrix.

Deep learning techniques have recently been used for
AMT. Nam et al. [21] used a deep belief network for learning
latent representations of magnitude spectra and used sup-
port vector machines for judging the existence of each pitch.
Boulanger-Lewandowski et al. [22] proposed a recurrent
extension of the restricted Boltzmann machine and found
that musically plausible transcriptions were obtained.

B) Language modeling

Some studies have attempted to computationally represent
music theory. Hamanaka et al. [23] reformalized a system-
atized music theory called the generative theory of tonal
music (GTTM) [24] and developed a method for estimat-
ing a tree that represents the structure of music called
a time-span tree. Nakamura et al. [25] also reformalized
the GTTM as a probabilistic context-free grammar. These
methods enable automatic music parsing. Induction of har-
mony in an unsupervised manner has also been studied. Hu
et al. [26] used latent Dirichlet allocation to determine the
key of a musical piece from symbolic and audio music data
based on the fact that the likelihood of the appearance of
each note tends to be similar among musical pieces in the
same key. This method enables the distribution of pitches
in a certain key (key profile) to be obtained without using
labeled training data.

Statistical methods of supervised chord recognition
[5-8] are worth investigation for unsupervised music gram-
mar induction. Rocher et al. [5] attempted chord recogni-
tion from symbolic music by constructing a directed graph
of possible chords and then calculating the optimal path.
Sheh et al. [6] used acoustic features called chroma vectors
to estimate chords from music signals. They constructed an
HMM whose latent variables are chord labels and whose
observations are chroma vectors. Maruo et al. [7] proposed
a method that uses NMF for extracting reliable chroma fea-
tures. Since these methods require labeled training data, the
concept of chords is required in advance.

C) Acoustic and language modeling

Multipitch estimation considering both acoustic features
and music grammar has recently been studied. Raczynski
et al. [27, 28] proposed a probabilistic pitch model based

on a dynamic Bayesian network consisting of several sub-
models, each of which describes a different property of
pitches. This model in combination with an NMF-based
acoustic model performs better in multipitch estimation.
Bock et al. [29] proposed a method for note onset transcrip-
tion based on a recurrent neural network (RNN) with long
short-term memory (LSTM) units that takes acoustic fea-
tures as input and outputs a piano roll. Sigtia et al. [30] used
an RNN as a language model. They integrated the RNN with
a PLCA-based acoustic model so that the output of the RNN
is treated as a prior for pitch activations. Holzapfel et al. [31]
proposed a method that uses tatum information for multip-
itch estimation. Ycart et al. [32] used an LSTM network that
takes a piano roll as an input and predict the next frame.
The network is used for the post-processing of the piano
roll estimated with the acoustic model proposed in [16].
In their study, tatum information was used to evaluate the
note-prediction accuracy.

1. GENERATIVE MODELING

This section explains a generative model of a music spectro-
gram for estimating pitches and their typical cooccurrences
(chords) from music signals. Our model consists of acoustic
and language models connected through a piano roll, i.e., a
set of binary variables indicating the existences of pitches
(Fig. 1). The acoustic model represents the generative pro-
cess of a music spectrogram from the basis spectra and tem-
poral activations of individual pitches. The language model
represents the generative process of chord progressions and
pitch locations from chords.

A) Problem specification

The goal of this study is to estimate a piano roll from
a music signal played by pitched instruments. Let X =
{X ft}lf:-,’tT: , be the log-frequency magnitude spectrogram
(e.g., constant-Q transform) of a music signal, where F
is the number of frequency bins and T is the number of
time frames. Let § = {Sk,,},lf,ﬁl be a piano roll, where Sy, €
{0, 1} indicates the existence of pitch k at the n-th time unit
(tatum time or time frame) and K is the number of unique
pitches. When we formulate a frame-level model without
using tatum information, T = N holds. When we formu-
late a tatum-level model. the tatum times are assumed to be
given or estimated in advance. In addition, we aim to esti-
mate a sequence of chords Z = {z,}_, over N time units,
where z, € {1,..., I} indicates a chord at the »n-th time unit
and I is the number of unique chords.

B) Acoustic modeling

We design a generative model of X inspired by a
Bayesian extension of NMF with binary variables [9]
(Fig. 2). The spectrogram X € RY*T is factorized into basis
spectra W = (W" € RX*F w" ¢ RV*FY consisting of K
harmonic spectra W" and a noise spectrum W", the
corresponding temporal activations H = (H" € ]R_If <1
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Fig. 2. An acoustic model based on a variant of NMF with binary variables indicating a piano roll.

H" € RY*T}, and binary variables § € {0, 1}X* as follows:

X |W, H, S

~ P(Xft

where P indicates a Poisson distribution, W,f’f is the mag-

K
Z WzlfHI?tskn[ + W?th> ’ (1)
k=1

nitude of harmonic basis k at frequency f, H}* is its gain
at frame t, and Sy, is a binary variable indicating whether
basis k is activated at time ;. Here, n; is a time unit to which
frame t belongs to (1, = t ina frame-level model). Similarly,
W} and Hy" are defined for the noise component.

As proposed in [33], we assume that the harmonic struc-
tures of different pitches have shift-invariant relationships
as follows:

Wl =W, 1<k<K), ()

where {W’?}?zl is a template pattern shared by the K har-
monic spectra, fr = f — (k — 1)A is a shifting interval,
and A is the number of log-frequency bins corresponding to
a semitone. If f <0, W,f’f = 0. Although equation (2) is an

excessively simplified model of real instrument sounds and
the expressive capability of the acoustic model is limited, it
contributes to automatically learning a harmonic template
without explicitly imposing harmonic constraints (Fig. 3).

We put a y prior on I/_V}} as follows:
Wy ~G(a" "), (3)

where a” and b" are shape and rate hyperparameters.
As proposed in [34], we put a y chain prior on W} to
induce the spectral smoothness as follows:

W' ~ G(n,nb"/a"),
r}—l|Wj‘Z—1 ~ g<’7>’7w}l—1> >
WiIG) .~ G(nnG) ),

(4)

where 7 is a hyperparameter adjusting the degree of
smoothness and G'; is an auxiliary variable forcing W7_, to
be positively correlated with WJ’Z Since Ep,,-o,[G'}fl] =
l/W}’_1 and Epr,-w[Wj’Z] = 1/G’J§_1, we can roughly say
Epriar [W?] ~ Epriar [W}l_l] (Flg 3)~
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Fig. 3. Harmonic and noise spectra learned from data.
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Fig. 4. A language model based on an autoregressive HMM that emits sequentially dependent binary variables.

We put y priors on the activations H as follows:

Hl, ~ G (c"ad"), (5)
H' ~ G (c",d"), (6)

where ", ¢, d", and d" are hyperparameters.

C) Language modeling

We propose an HMM that has latent variables (chords) Z
and emits binary variables (pitches) S, which cannot be
observed in reality, as follows (Fig. 4):

z1|¢p ~ Categorical (), (7)
Zy|zp—1, ¥ ~ Categorical (¥, ), (8)
Sknlzn, T ~ Bernoulli(m,, k), (9)

where ¢ € R. is a set of initial probabilities, ¥, € R. isa
set of transition probabilities from chord 7, and 7 indi-
cates the emission probability of pitch k from chord i. In
this paper, we focus on only the emission probabilities of
the 12 pitch classes (C, Cf, ..., B, m =0,...,11), which
are copied to all octaves covering the K pitches. Let 7 j,,
be the emission probability of pitch class m from chord
type j (major or minor, j = 0, 1). The emission probabil-
ities from chords of the same type are assumed to have
circular-shifting relationships as follows:

ik = ﬁtype(i),mod(class(k)—root(i),lZ)> (10)
where type(i) € {0,1} and root(i) € {0,...,11} are the
type and root note of chord i, respectively, and class (k) €
{0,...,11} is the pitch class of pitch k. We put conjugate
priors on those parameters as follows:

¢ ~ Dir(u), (11)
¥; ~ Dir(v)), (12)
Tim~ Ble, ), (13)

I I
where u € R LV € R e and f are hyperparameters.

This HMM can be extended in an autoregressive man-
ner by incorporating the sequential dependency (smooth-
ness) of binary variables of each pitch. More specifically,
equation (9) can be extended as follows [35]:

A (Sea
SknlZn> Sku—1, ~ Bernoulli (nz(nkk*” 1)),

(14)
where nz(nsj(’”’l) indicates the emission probability of pitch
k from chord z, at time unit n when the same pitch k
is activated (Sk,—1 = 1) or not activated (Sk,—; =0) at
the previous time unit n — 1. Instead of equation (13), we
consider two types of emission probabilities as follows:

—(0) 0 0
njm ~ ,3(6( )’f( ))’

—(1) 1 1
ﬂjm ~ /3(6( )’f( ))’

(15)
(16)

where @, f@ ¢ and U are hyperparameters. The
circular-shifting relationships between 77;‘(1?) and f;% and
that between ni(kl) and ﬁ;lrzl are defined in the same way
as equation (10). The self-transitions (i.e., Sk,—1 = Sk, =
0 and Sk,—1 = Sk,» = 1) are more likely to occur when
e® > fO and e « M. This contributes to reducing
spurious musical notes that tend to have very short dura-
tions. We evaluated the standard HMM given by equa-
tions (9) and (13) and the autoregressive HMM given by

equations (14)—(16) in Section V.

V. POSTERIOR INFERENCE

This section describes AMT for the observed data X. We
explain Bayesian inference of the proposed model and then
describe how to put emphasis on the language model. In
addition, we describe how to pre-train the language model.

A) Bayesian inference

Given the observation X, we aim to calculate the posterior
distribution p(W, H, Z, S,0|X), where © = {¢, ¥, 7}
We use Gibbs sampling to approximate the analytically
intractable posterior distribution (Algorithm 1). The piano

5
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Algorithm 1 Posterior inference

Require: Hyperparameters of acoustic model:
Set y priors on basis spectra W
by specifying a”, b" (equation (3)), a”, b",
(equation (4))
Set y priors on temporal activations H
by specifying ch, dr (equation (5)), ¢", d" (equation (6))
Require: Hyperparameters of language model:
Set Dirichlet prior on initial probabilities ¢
by specifying u (equation (11))
Set Dirichlet priors on transition probabilities ¥
by specifying v; (equation (12))
Set 8 priors on emission probabilities
by specifying e, f (equation (13))
ore®, fO M £ (equations (15) and (16))
procedure GIBBSSAMPLING
Initialize piano roll §
Initialize NMF parameters W and H
Initialize chord sequence Z
Initialize HMM parameters ©® =
loop
Update S (equation (17))
Update W and H (equations (20), (23), and (28))
Update Z (equation (31))
Update ® (equations (37) and (45))
end loop
end procedure

9. 9,7}

roll S is estimated by using the current acoustic and lan-
guage models, which are then updated independently by
using the current S. These steps are iterated until approx-
imate convergence. Finally, a sequence of chords Z is esti-
mated using the Viterbi algorithm and then § is determined
using the maximum-likelihood parameters of the unified
model.

1) UPDATING PIANO ROLL

The piano roll § is sampled in an element-wise manner
from a conditional posterior distribution (Bernoulli distri-
bution) obtained by integrating the acoustic model with the
language model as follows:

p(skn|X) W’ H’ Z) S—Jm: ®)
x p(X|W, H, 8) p(Skn|zn> S—kn> ), (17)
where a notation -, indicates a set of all elements of €
except for the i-th element, the first term (likelihood, acous-

tic model) is given by equation (1), and the second term
(prior, language model) is given by equation (14) as follows:

p(SkVI'Zn: S—'kn:n)
Skn 1*Skn
« (”z(iﬁé"”)) (1 _ ”z(,i?*l))

Skn+1 1=Sknt1
(Skn) (Skn)
X (rrzn:l)k> (1 - " ) . (18)

Zn+1,k

When the sequential dependency of § is not considered,
equation (18) is simplified as follows:

P(Skn|Zn, S—|kns 7[) X (nz,,,k)Skn (1 - nz,,,k)liskn . (19)

2) UPDATING ACOUSTIC MODEL
The parameters W and H of the acoustic model are sampled
using Gibbs sampling in the same way as [9]. Note that wh
and H have y priors and W" have y chain priors. Because of
the conjugacy, we can easily calculate the y posterior of each
variable conditioned on the other variables and the binary
variables.

Using the Bayes’ rule, the conditional posterior distribu-

tion of W is given by

(20)

p(W' X, W' H,Z,8) o p(X|W, H,S)p(W"),

where the first term (likelihood) is given by equation (1)
and the second term (prior) is given by equation (3). More
specifically, we obtain

K T
(X2t

k=1 t=1

K T
Z Z H} Spen, + bh>, (21)

k=1 t=1

wherefk =f+ k- 1)A(iffk > F>Xf'kz = O)andkﬁtkis
an auxiliary variable obtained by using the previous samples
of W, H, and § as follows:

I/Vvkhf H]flt Sk”t

A= . (22)
Y Wit ¢ Hi Sien, + W H

Since W" and G" are interdependent in equation (4), W"
and G" are sampled alternately as follows:

p(W"\ X, W' G" H,Z,8)
x p(X|W,H,S)p(W",G"),
p(G" X, W',W", H, Z,§) « p(W", G"),

(23)
(24)

where the first and second terms of equation (23) are given
by equations (1) and (4), respectively. More specifically, we
obtain

T
Wi ~g (Z Xy + 1,

t=1

ZH”+n +1+Gf)), (25)

G ~G(nn (W}1 + W), (26)
where A7, is an auxiliary variable given by
WP H]
"= I : (27)

2k Mfkh’fHIfl’tSk’m + W?th



CHORD-AWARE AUTOMATIC MUSIC TRANSCRIPTION BASED ON HIERARCHICAL BAYESIAN INTEGRATION

The conditional posterior distribution of H is given by
p(H|X,W,Z,8,0) x p(X|W,H,S)p(H), (28)

where the first term (likelihood) is given by equation (1) and
the second term (prior) is given by equations (3) and (6).
More specifically, we obtain

F F
H]Z ~ g Z Xft)‘-}}tk + Ch) Skn[ Z M/]flf + dh bl (29)

f=1 f=1
F F
H'~¢§ Z Xft)»?t +c", Z W? +d" (30)
f=1 f=1

3) UPDATING CHORD SEQUENCE

The latent variables Z can be updated efficiently by using
a forward filtering-backward sampling algorithm, which
is a stochastic version of the forward-backward algorithm
(Baum-Welch algorithm). The conditional posterior distri-
bution of Z is given by

p(Z]S,0) o p(S|Z,7) p(Z|p, ¥), (31)

where the first term is given by equation (9) and the
second term is given by equations (7) and (8). Let a
Matlab-like notation s;., denote {si,...,s,}, where s, =
(S, .. .» Suk]T. Henceforth, we often omit the dependency
on O for brevity (® is assumed to be given for estimat-
ing Z). As in a standard HMM, a forward message a(z,,) =
Pp($1.> ) can be calculated recursively as follows:

a(z1) = p(z1) p(silz1), (32)
a(zn) = p(sulzns$u-1) Y panlza-D)(za1),  (33)

Zn—1

where p(z1) = @25 p(znlzu—1) = Wz,,,l,zna and p(s1lz1) and
p(sulzn, sn—1) are given by equation (14) or equation (9).

After calculating the forward messages, we perform the
backward sampling as follows:

N-1

= pnl®) [ | palS, 201w,

n=1

p(Z]S) (34)

More specifically, the last latent variable zy is sampled as
follows:

zn ~ p(zn|S) o a(zy). (35)

The other latent variables z;.y_; are then sampled recur-
sively in the reverse order as follows:

Zy ~ P(24lS, Zpy1:N) X P(Zny1lzn)oe(z,). (36)

4) UPDATING LANGUAGE MODEL
Using the Bayes’ rule, the posterior distribution of the emis-
sion probabilities 7 is given by

(xS, Z) x p(S|Z,7) p(7), (37)
where the first term (likelihood) is given by equation (9)

and the second term (prior) is give by equation (15) and
equation (16). More specifically, we obtain

=) 0 O £(0) 4 (00
]T]m ﬂ(e()+rjm’f( m)’

- ﬂ( o) +r<11> o Jrr<10>)’

(38)
(39)

(00) __(01) _ (10)

1) ;
wherer ", 1,57, » and 1, ” are count data given by

ror =Y Y (1= Sk)d = Si),  (40)
neA;j k€Bun

P =Y Y (1= Sku 1) Skns (41)
neA;j k€Byn

Fow =Y Y Ska1(1— S, (42)
neA; k€Bun

(ll) Z Z Skn lskm (43)
neA;j k€Bun

where A; and B,,, are subsets of indices given by A; =
{n|type(z,) = j} and By, = {k|mod(class(k) — root(z,),
12) = m}. When the sequential dependency of § is not
considered, we obtain
o Blet i i f i) (49)
The posterior distributions of the initial probabilities ¢
and the transition probabilities ¥ are given by

p(9. V18, Z) o« p(Z|p, ¥) p($) p(¥), (45)

where the first term is given by equations (7) and (8), the
second term is given by equation (11), and the third term is
given by equation (12). More specifically, we obtain

¢ ~ Dir (11 —l—ezl),
¥, ~ Dir (v; + u;),

(46)
(47)

where e; is the unit vector whose i-th element is 1 and u; is
the I-dimensional vector whose j-th element indicates the
number of transitions from state 7 to state j.

B) Weighted integration

In naive integration of the language model and acoustic
models, the language model does not effectively affect the
posterior distribution of piano roll S, i.e., musically inap-
propriate allocation of musical notes is not given a large
penalty. To balance the impact of the language model with
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that of the acoustic model, we introduce a weighting factor
« as in ASR, i.e., equation (18) is replaced with

P(Skn |Zns S—|kns ]Z)
Skn l_skn
(Skn—1) (Skn-1)
() ()
Skn+l 1_Sk n+1 C{Dn

(Skn) ’ (Skn) ’
X (nzrﬁ»l)k) (1 - anH»l)k) ) ’ (48)
where D,, indicates the number of time frames in time unit

n. When the sequential dependency of S is not considered,
equation (19) is replaced with

p(Sknlzn) S—|kn) 7[)

— DYI
o (i) (1 = ) )

We empirically investigated the effect of these modifications
(see Section V).

(49)

C) Prior training

The language model can be trained in advance from exist-
ing piano rolls (musical scores) even if no chord annotations
are available. Here we assume that there a single piano roll §
is given as training data for simplicity because it is straight-
forward to deal with multiple piano rolls. The underlying
chords Z and the parameters @ = {¢, ¥, } can be esti-
mated from § instead of § as in Section IV-A-3. After using
the Gibbs sampling, we determine Z by using the Viterbi
algorithm and calculate the posterior distributions of 7@
based on the estimate of Z according to equations (38) and
(39), which is then used as a prior distribution of T instead
of equations (15) and (16). This is a strong advantage of
Bayesian formulation. Since the chord transitions are dif-
ferent for each musical piece, ¢ and ¥ are trained in an
unsupervised manner.

V. EVALUATION

We evaluated the performance of the proposed method for
AMT. First, we conducted a preliminary experiment to con-
firm that the language model can learn chord progressions
and typical cooccurrences of pitches from piano rolls in an
unsupervised manner. Next, we evaluated the performances
of multipitch estimation obtained by using different lan-
guage models and those obtained by the pre-trained and
unsupervised models. Finally, we compared the proposed
model with several unsupervised models.

A) Experimental conditions

We used 30 classical piano pieces labeled as ‘ENSTDkC1’
selected from the MAPS database [11]. An audio signal of
30 sec was extracted from the beginning of each piece.
The magnitude spectrogram of size F = 926 and T' = 3000
was obtained using variable-Q transform [36], where the

number of frequency bins in one octave was set to 96. A har-
monic and percussive source separation method [37] was
used for suppressing non-harmonic components. All hyper-
parameters were determined empirically for maximizing
the performance as described below.

We considered K = 84 unique pitches (MIDI note num-
bers 21-104) and I = 24 unique chords. We manually made
tatum and chord annotations on 16th-note-level grids.'
Since noise components were assumed to be smaller than
harmonic components, the hyperparameters of W” and
W" were set as a" =b" =1, a" = 2, and b" = 4 such

that E[W;] =1 and IE[W}] = 0.5. The hyperparameters

of H" were set as ¢" = 10 and d”" = 10 to favor non-zero
gains. This was effective to avoid Sk,, = 1 when Hy, takes
almost zero. The hyperparameters of H", on the other
hand, were set as ¢” = 5 and d”" = 5 to allow H;" to take
almost zero. The hyperparameters of & were set as e =
e =e® =107 f = fU = f® =1 to make a binary
matrix § sparse. The hyperparameter 1 was empirically
determined as n = 30000.

We tested two kinds of time resolutions for the language
model, i.e., a frame-level model with a time resolution of
10 ms and a tatum-level model defined on a 16th-note-level
grid. The hyperparameter of the initial probabilities ¢ was
setas u = [1,...,1]T € R’. In the frame-level model, the
self-transition probability of each chord i was set as ¥;; =
0.99 to favor temporal continuity and the transition prob-
abilities from chord i to the other 23 chords were assumed
to follow a Dirichlet distribution, 100y, _; ~ Dir(1;_;).In
the tatum-level model, the hyperparameter of the transition
probabilities ¥ was set as v; = [0.2,...,1,... ,02]T e RY,
where only the i-th dimension takes 1. The weighting fac-
tor of the language model, which has a strong impact on
the performance, was empirically set to o = 12.5 unless
otherwise noted.

B) Chord estimation for piano rolls

We investigated whether chord progressions and typical
cooccurrences of pitches (chords) can be learned from
a piano roll obtained by concatenating the ground-truth
piano rolls of the 30 pieces. The size of the matrix used as
an input was thus 84 x Zfil N;, where N; indicates the
number of time frames or tatum times in the beginning
30 s of the i-th musical piece. We measured the perfor-
mance of chord estimation as the ratio of the number of
correctly estimated time frames or tatum times to the total
number of those with major, minor, dominant 7th, and
minor 7th chords. Dominant 7th was treated as a major
chord, minor 7th as a minor chord, and the other chords
were ignored. Since chords were estimated in an unsuper-
vised manner, the estimated states were associated with
chord labels to maximize the performance while conserving
circular-shifting relationships.

'The beat and chord annotations used for evaluation are available
on http://sap.ist.i.kyoto-u.ac.jp/members/yoshii/annotations/ MAPS_beats.
zip,  http://sap.ist.i.kyoto-u.ac.jp/members/yoshii/annotations/ MAPS_
chords.zip


http://sap.ist.i.kyoto-u.ac.jp/members/yoshii/annotations/MAPS_beats.zip
http://sap.ist.i.kyoto-u.ac.jp/members/yoshii/annotations/MAPS_beats.zip
http://sap.ist.i.kyoto-u.ac.jp/members/yoshii/annotations/MAPS_chords.zip
http://sap.ist.i.kyoto-u.ac.jp/members/yoshii/annotations/MAPS_chords.zip
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Table 1. Accuracy of unsupervised chord estimation.

Pitch emission ~ Frame-level model — Tatum-level model

Independent
Markov

58.9%
42.7%

66.5%
50.3%

As shown in Table 1, the accuracy of unsupervised chord
estimation was around 60% and the tatum-level model out-
performed the frame-level model. As shown in Fig. 5, chord
structures (emission probabilities Ty and ;) correspond-
ing to major and minor chords were learned when all the
elements of S were assumed to be independent. When the
sequential dependency of S was considered, the emission
probabilities n(o), nio), n(l) and f(ll) were strongly affected
by the previous binary varlables, as shown in Fig. 6. Inter-
estingly, when the previous binary variables were o, typical
pitch structures corresponding to a major chord and the
diatonic scale were learned. This implies that a musical scale
is more focused on than a chord when a new sound occurs.
When the previous binary variable of a pitch was 1, the
model prefers to continuously activate the pitch regardless
of its pitch class because musical sounds usually continue
for several time units.

C) Multipitch estimation for music signals

We evaluated the performance of multipitch estimation in
the frame level in terms of the recall rate, precision rate, and
F-measure defined as

T T
D o1 Ct D o1 Ct
T T ’
DTt Do €t

where 74, e;, and ¢, indicate the numbers of ground-truth,
estimated, and correct pitches at time frame ¢, respectively.
The tatum-level measures are defined similarly.

In addition, we measured the note-onset F-measure F,,
[38] defined as follows:

_ 2RP
CR+4P’

R = P= (50)

Naet
Nyt

_ Ncor
Nest

ZROH,POYI

Ron = P a—
Ron + Pon

> Pon )j:on = (51)

where Ny,; is the number of musical notes that were
included both in the ground-truth data and in output of the
model, Ng; is the number of musical notes in the ground-
truth data, or 18 the number of musical notes regarded as
correct in the estimated notes, and N,;; is the number of
musical notes in the output. For the frame-level model, an
estimated note was regarded as correct if its pitch matched
a ground-truth pitch and its onset was within soms of

0.20 Major | o.20 Minor
0.15 0.15
0.10 0.10
0.05 0.05 l
0.00 0.00
3rd m root
Pitch class Pitch class
Fig. 5. The emission probabilities T obtained by the tatum-level model assuming the independence of S.
—~(0) —(0)
om im
0.025 Major | o.02s Key
0.020 0.020
0.015 0.015
0.010 0.010
0.005 0.005
0.000 0.000
root 3rd 5th m E F G Bm
Pitch class Pitch class
—(1) —(D)
om
0.8
0.6
0.4
0.2
0.0

3rd
Pitch class

5th

' 0.0
m

3rd 5th

Pitch class

Fig. 6. The emission probabilities  obtained by the tatum-level model assuming the sequential dependency of S.
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the ground-truth onset. A musical note in the ground-
truth data was regarded as detected if its pitch matched
an estimated pitch and its onset was within 50 ms of an
estimated note onset. For the tatum-level model, an esti-
mated note was regarded as correct only if both its pitch and
onset matched the ground-truth ones. A musical note in the
ground-truth data was regarded as detected if both its pitch
and its onset matched the estimated ones.

1) EVALUATION OF LANGUAGE MODELING

We evaluated the effectiveness of each component of the
language model by testing different priors on piano roll S.
More specifically, we compared the performances of the
following five conditions:

(a) Uniform model: The emission probabilities &t were fixed
to 0.0625.

(b) Sparse model [9]: The emission probabilities & were
assumed to be independent and were given sparse prior
distributions ;. ~ B(107%,1).

(c) Key-aware model: The emission probabilities = were
estimated by fixing the latent variables Z to the same
value, i.e., z; = --- = zy = 1. In this case, the emission
probabilities 7 of the 12 pitch classes were expected to
indicate the key profile of a target piece.

(d) Chord-aware model (HMM): Both Z and 7w were esti-
mated by equations (36) and (44), respectively, without
considering the sequential dependency of each pitch.

(e) Chord-aware Markov model (autoregressive HMM):
Both Z and & were estimated by equation (36) and equa-
tions (38) and (39), respectively, based on the sequential
dependency of each pitch.

We further examined the impact of the weighting factor
o by testing @ = 1 and o = 12.5 under the conditions (b)

and (d). The performances were measured in the frame or
tatum level. To evaluate the frame-level model in the tatum
level, the existence of each pitch in each tatum interval was
determined by taking the majority of binary variables in the
interval. It was straightforward to evaluate the tatum-level
model in the frame level.

As shown in Tables 2 and 3, the chord-aware model that
does not consider sequential dependency of pitches per-
formed best (69.8% without tatum information and 71.3%
with tatum information). Note that the tatum information
was not used in the frame-level evaluation of the frame-
level model while it was used under the other conditions
for estimation and/or evaluation. The F-measure obtained
by the frame-level model was improved for 28 out of the
30 pieces (58.8% — 69.8%) by jointly estimating chords
and pitches, even when the language and acoustic models
were equally considered (56.8 — 57.6%). If the weight-
ing factor @ was increased from o =1 to o = 12.5, the
F-measure was significantly improved from 57.6 to 69.8%,
even when the only key profile was learned (69.3%). This
indicates the effectiveness of the language model weighting
as discussed in Section IV-B. Introducing chord transitions
further improved the F-measure from 69.3 to 69.8%.

Examples of estimated piano rolls are shown in Fig. 7.
The F-measure obtained by the sparse model (Fig. 7(a)) was
improved by 1.7 pts by estimating chords (Fig. 7(b)), and
was further improved by 3.1 pts by emphasizing the language
model (Fig. 7(c)). The sequential-dependency modeling of
a piano roll, however, degraded the performance (Fig. 7(d)).
As shown in Fig. 9, the emission probabilities estimated by
the chord-aware Markov model indicate that the language
model tends to focus on temporal continuity of pitches
instead of learning typical note cooccurrences as chords. To
solve this problem, the language model should be improved

Table 2. Experimental results of multipitch analysis based on the frame-level model for 30 piano pieces labeled as ENSTDkC1.

Frame-level evaluation

Tatum-level evaluation

Language model (prior distribution on §) R P F Fon R P F Fon
Uniform model 88.7 38.8 53.0 9.7 89.3 40.8 54.9 30.8
Sparse model (¢ = 12.5) 77.5 49.6 58.8 37.0 78.4 50.6 59.8 55.2
Key-aware model (o = 12.5) 70.4 71.3 69.3 50.6 71.6 73.1 70.8 64.8
Chord-aware model (@ = 12.5) 73.7 69.0 69.8 49.4 75.1 70.6 71.3 64.1
Chord-aware Markov model (o = 12.5) 87.9 43.8 57.3 22.0 88.5 44.8 58.2 37.0
Sparse model (¢ = 1) 87.6 43.2 56.8 13.6 88.3 45.0 58.5 35.8
Chord-aware model (@ = 1) 87.5 44.2 57.6 14.6 88.3 46.2 59.5 373
Table 3. Experimental results of multipitch analysis based on the tatum-level model for 30 piano pieces labeled as ENSTDkC1.
Frame-level evaluation Tatum-level evaluation
Language model (prior distribution on §) R P F Fon R P F Fon
Uniform model 89.2 41.3 55.1 21.5 89.7 40.9 54.9 21.8
Sparse model (¢ = 12.5) 77.4 52.5 60.7 40.3 78.3 52.4 60.9 41.9
Key-aware model (« = 12.5) 73.8 68.6 69.6 53.9 74.9 68.6 70.1 55.2
Chord-aware model (@ = 12.5) 74.5 68.5 70.0 55.6 75.6 68.6 70.5 57.0
Chord-aware Markov model (o = 12.5) 84.6 51.2 62.2 34.3 85.3 50.9 62.3 36.9
Sparse model (¢ = 1) 88.3 44.1 57.5 24.0 88.9 43.7 57.3 24.3
Chord-aware model (o = 1) 89.2 415 55.3 21.6 89.7 41.0 55.1 21.8
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Fig. 7. Piano rolls estimated for MUS-chpn_p19_ENSTDKCL. (a) Sparse model, (b) chord-aware model (¢ = 1), (c) chord-aware model (¢ = 12.5), (d) chord-aware

Markov model (¢ = 12.5).

to separately deal with the dependencies of each musical
note on the previous note and the current chord.

The similar results were obtained by the tatum-level
model. Contrary to expectations, the F-measures obtained
by the tatum-level model were not as good as those obtained
by the frame-level model in the tatum-level evaluation. The
piano rolls estimated by both models are shown in Fig. 8,
where the tatum-level model outperformed and under-
performed the frame-level model in the upper and lower
examples, respectively. The tatum-level model tended to
overestimate the durations of musical notes because the
acoustic likelihood used for sampling a binary variable Sk,
is given by the product of the acoustic likelihoods of all
time frames contained in tatum unit n. If the likelihood
of Sk, = 1 was larger by several orders of magnitude than
that of Sk, = 0 at a time frame, the acoustic likelihood of
the tatum unit tended to support Sy, = 1. The tatum-level
model thus performed worse than the frame-level model,
even in the tatum-level evaluation, when musical notes (e.g.,
triplet or arpeggio) that cannot be represented on a 16th-
note-level grid were included in a target piece (Fig. 8). In
such cases, the tatum-level model worked well, as shown in
the upper example.

2) EVALUATION OF PRIOR TRAINING

We evaluated the effectiveness of prior training of the lan-
guage model via leave-one-out cross validation in which
one musical piece was used for evaluation and the others
were used for training the language model. We compared
the performances of the following three conditions:

(a) Baseline: The whole model was trained in an unsupervised
manner. This model is the same as the chord-aware
model (d) in Section V-C-1.

(b) Learning from piano rolls without chord annotations:
The ground-truth piano rolls were used for training the
language model while estimating underlying chords.

(c) Learning from piano rolls with chord annotations: The
ground-truth piano rolls with ground-truth chord
annotations were used for training the language
model.

As shown in Tables 4 and 5, the note-onset F-measures
were improved by 1.8 pts in the frame-level model and 1.1 pts
in the tatum-level model thanks to the improvement of
the precision rate when the language model was trained by
using piano rolls with chord annotations. We found that
musically unnatural short musical notes can be avoided
by using the pretrained language model, i.e., considering
the note components of chords. On the other hand, the
frame-wise F-measures remained almost the same, while
the accuracy of chord estimation was improved by 15.0%
in the frame-level model and 14.1% in the tatum-level
model. One reason for this would be that the musical notes
that were wrongly detected by the baseline method and
were corrected by the language model were very short and
had little impact on the frame-wise F-measures. Another
reason is that the typical note cooccurrences could be
learned as chords even in an unsupervised condition. We
thus need to incorporate other musical structures (e.g.,
rhythm structures or phrase structures) in the language
model.
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Table 4. Experimental results of multipitch analysis based on the
pre-trained frame-level model.

Table 5. Experimental results of multipitch analysis based on the
pre-trained tatum-level model.

Prior training using Frame-level evaluation

Piano rolls Chords R P F Fon

73.7 69.0 69.8 49.4
v 72.3 70.4 69.6 50.5
v v 71.6 71.0 69.5 51.2

3) COMPARISON WITH EXISTING METHODS

We compared the performance of the proposed model with
four existing unsupervised models: two PLCA-based mod-
els proposed by Benetos et al. [16] and by Berg-Kirkpatrick
et al. [17] and two NMF-based models proposed by Vincent

Prior training using Frame-level evaluation

Piano rolls Chords R P F Fon

75.6 68.6 70.5 57.0
v 75.1 69.2 70.5 57.2
v v 74.3 69.9 70.3 58.1

et al. [4] and by O’'Hanlon et al. [20]. These models were
trained using audio data produced by pianos that were not
included in the test data.

Table 6 shows the performances reported in [17] and
obtained by the proposed model. Our model, required no
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Table 6. Performance comparison between five methods.

Method R P F Fon
Proposed model 73.7 69.0 69.8 49.4
Benetos et al. [16] - - 68.0 68.6
Berg-Kirkpatrick et al. [17] 80.7 69.1 74-4 76.4
Vincent et al. [4] 63.6 79.6 70.7 69.0
O’Hanlon et al. [20] 72.8 73.4 73.2 58.3

prior training, outperformed the NMF-based method [16]
by 1.8 pts in terms of the frame-level F-measure. This con-
sidered to be promising because the NMF-based models
[4, 20] are purely based on acoustic modeling and could be
extended in the same way as the proposed model.

VI. CONCLUSION

This paper presented a unified statistical model for multi-
pitch analysis that can jointly estimate pitches and chords
from music signals in an unsupervised manner. The pro-
posed model consists of an acoustic model (Bayesian NMF)
and a language model (Bayesian HMM), and both models
can contribute to estimating a piano roll. When a piano roll
is given, these models can be updated independently. The
piano roll can then be estimated considering the difference
in time resolution between the two models.

The experimental results showed the potential of the pro-
posed method for unified music transcription and grammar
induction. Although the performance of multipitch estima-
tion was improved by iteratively updating the language and
acoustic models, the proposed model did not always out-
perform other existing methods. The main reason is that
simplified acoustic and language models (shift invariance
of basis spectra and local dependency of pitches) are used
in the current model because the main goal of this paper
is to show the effectiveness of integrating the acoustic and
language models and the feasibility of unsupervised joint
estimation of chords and pitches.

We plan to integrate the state-of-the-art acoustic models
such as [20] and [15] with our language model. To improve
the language model, we need to deal with music gram-
mar of chords, rhythms, and keys. Probabilistic rhythm
models, for example, have already been proposed by Naka-
mura et al. [39], which could be integrated with our lan-
guage model. Moreover, we try to use a deep generative
model as alanguage model to learn more complicated music
grammar. Since the performance of the proposed method is
considered to be degraded if we use tatum times obtained
by a beat tracking method instead of using correct tatum
times, joint estimation of tatum times, pitches, and chords
is another important direction of research.

Our approach has a deep connection to language acqui-
sition. In the field of natural language processing, unsuper-
vised grammar induction from a sequence of words and
unsupervised word segmentation for a sequence of charac-
ters have actively been studied [40, 41]. Since our model can

directly infer music grammars (e.g., chord compositions)
from either musical scores (discrete symbols) or music sig-
nals, the proposed technique is expected to be useful for
the emerging topic of language acquisition from continuous
speech signals [42].
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