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Neutral-to-emotional voice conversion with
cross-wavelet transform F0 using generative
adversarial networks

zhaojie luo1, jinhui chen2, tetsuya takiguchi1and yasuo ariki1

In this paper, we propose a novel neutral-to-emotional voice conversion (VC) model that can effectively learn a mapping from
neutral to emotional speech with limited emotional voice data. Although conventional VC techniques have achieved tremen-
dous success in spectral conversion, the lack of representations in fundamental frequency (F0), which explicitly represents prosody
information, is still a major limiting factor for emotional VC. To overcome this limitation, in our proposed model, we outline
the practical elements of the cross-wavelet transform (XWT) method, highlighting how such a method is applied in synthesizing
diverse representations of F0 features in emotional VC. The idea is (1) to decompose F0 into different temporal level repre-
sentations using continuous wavelet transform (CWT); (2) to use XWT to combine different CWT-F0 features to synthesize
interaction XWT-F0 features; (3) and then use both the CWT-F0 and corresponding XWT-F0 features to train the emotional
VC model. Moreover, to better measure similarities between the converted and real F0 features, we applied a VA-GAN training
model, which combines a variational autoencoder (VAE) with a generative adversarial network (GAN). In the VA-GANmodel,
VAE learns the latent representations of high-dimensional features (CWT-F0, XWT-F0), while the discriminator of the GAN
can use the learned feature representations as a basis for a VAE reconstruction objective.
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I . I NTRODUCT ION

Emotional voice conversion (VC) is a kind of VC technique
for converting prosody in speech, which can represent dif-
ferent emotions while keeping the linguistic information
unchanged. In a voice, the spectral and fundamental fre-
quency (F0) features can affect the acoustic and prosodic
features, respectively. So far, spectral mapping mechanisms
have achieved tremendous success in VC tasks [1–4], while,
how to effectively generate prosody in the target voice
remains a challenge.We know that prosody plays an impor-
tant role in conveying various types of non-linguistic infor-
mation that represent the mood of the speaker. Previous
studies have shown that F0 is an important feature for
prosody conversion that is affected by both short- and long-
term dependencies, such as the sequence of segments, syl-
lables, and words within an utterance [5]. However, it may
be difficult to apply conventional deep learning-based VC
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to F0 conversion using simple representations of F0, such
as dynamic features (delta F0).

In recent years, it has been shown that the contin-
uous wavelet transform (CWT) method can effectively
model F0 in different temporal scales and significantly
improve speech synthesis performance [6]. For this reason,
Suni et al. [7] applied CWT to intonation modeling in hid-
denMarkovmodel (HMM) speech synthesis.Ming et al. [8]
used CWT in F0 modeling within the non-negative matrix
factorization (NMF) model for emotional VC. Our ear-
lier work [9] systematically captured the F0 features of
different temporal scales using adaptive scales CWT (AS-
CWT),which transforms F0 features into high-dimensional
CWT-F0 features containing more specifics. Conventional
emotional VC tasks are focusing on converting one emo-
tional voice to another fixed emotional voice. However,
in the real world, the emotional voice is complex, with
different prosody factors, and evolves over time. Thus, in
order to better represent the interactions of components in
emotional voices and generate a greater variety of repre-
sentations of F0 features. In this study we want to go one
step further and generatemore emotional features using the
cross-wavelet transform (XWT) [10]. The XWT method is
a technique that characterizes the interaction between the
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Fig. 1. Illustration of the structure of VAE [17], GAN [18] and the proposedVA–
GAN. Here x and x’ are input and generated features. z is the latent vector and t
are target features. E, G, D are the encoder, generative, and discriminative net-
works, respectively. h is the latent representation processed by encoder network.
y is a binary output which represents real/synthesized features.

wavelet transform of two individual time-series, which was
first introduced by Hudgine et al. [11] and has been used
in many areas such as economic analysis [12], geophysical
time series [13] or electrocardiogram signals analysis [14].
Moreover, to improve the emotional VC effect with a lim-
ited amount of training data, we propose a new generative
model, which will be described followed.

Many deep learning-based generative models exist
including Restrictive Boltzmann Machine [15], Deep Belief
Networks [16], Variational Autoencoder (VAE) [17] and
Generative Adversarial Nets (GAN) [18].Most of them have
been applied in spectral conversion. Nakashika et al. [19]
proposed a VC method using DBNs to achieve non-linear
deep transformation. Hsu et al. [20] applied a convolutional
VAE to model the generative process of natural speech.
Kaneko et al. [21] used GAN in sequence-to-sequence voice
conversion. The illustration of the structure of VAE [17] and
GAN [18] are shown in Fig. 1 (2) and Fig. 1 (2), respectively.

Owing to the success of VAE and GAN in VC tasks, Hsu
et al. [3] proposed the Variational Autoencoding Wasser-
stein Generative Adversarial Networks (VAW-GAN) for
non-parallel VC tasks, which combined VAE with Wasser-
stein GAN [22]. In this study, different from the VAW-
GAN [3], which is mainly used in non-parallel data voice
conversion, themain task for emotional VC is how tomain-
tain good model training using limited parallel emotional
data and the simple representations of F0 features. There-
fore, we propose an emotionalVC framework that combines
VAE with a conditional GAN [23], which is named VA-
GAN. The effectiveness of GAN is due to the fact that an
adversarial loss forces the generated data to be indistin-
guishable from real data. This is particularly powerful for
generation tasks, but the training of the GANs is difficult
and unstable. This leads to results in which the generated
voice is unnatural and of bad quality. Another popular
generative model, VAE, suffers from the problem of fuzzy
sound, which is caused by injected noise and imperfect
element-wise measures, such as the squared error. Thus, by
combining the VAE and GANmodels, the VAE can provide
the efficient approximated posterior inference of the latent
factors for improved GAN learning. Meanwhile, GAN can
enhance VAEwith an adversarial mechanism for leveraging
generated samples.

As shown in Fig. 1 (3), our VA-GAN consists of three
parts: (1) the encoder network E, which maps the data

sample x to a latent representation h, (2) the generative
network G, which generates features x′ from the latent rep-
resentation h, (3) and the discriminative network D, which
distinguishes real/fake (t/x′) features. Here, we use the t and
x′ to represent the target and converted emotional voice.
These three parts are seamlessly cascaded together, and the
whole pipeline is trained end-to-end.

In summary, we show twomajor advantages of using our
method. First, we employ the XWT to combine CWT-F0
features of different emotions. By doing so, we can obtain
the XWT-F0 features and reconstruct them to various F0
features combined with different emotions, offering a huge
advantage in emotional voice synthesis. Additionally, the
XWT-F0 features can also increase the representations of F0
features which can improve the emotional VC. Second, we
designed VA-GAN based on VAE and GAN architectures
to process the emotional VC tasks, which can effectively
avoid over-smoothing as well as capture a highly non-linear
network structure, by simultaneously integrating XWT-F0
features into network representation learning.

In the remaining part of this paper, feature extraction and
processing are introduced in Section II. Then, we describe
our proposed training model (VA-GAN) in Section III.
Section IV gives the detailed process stages of our experi-
mental evaluations, and SectionVpresents our conclusions.

I I . F EATURE EXTRACT ION AND
PROCESS ING

It is well known that prosody is influenced both at a
supra-segmental level, by long-term dependencies, and at a
segmental-level, by short-term dependencies. And, as has
been proven in our recent studies [9, 24], the CWT can
effectively model F0 in different temporal scales and signifi-
cantly improve the system performance. So, in the proposed
method,we adoptCWT to decompose the one-dimensional
F0 features into high-dimensional CWT-F0 features, and
then, use the XWT to combine the CWT-F0 features of dif-
ferent emotions. In the remaining part of this section, we
will present the basicCWTandXWT theories, and illustrate
how to use them in carrying out emotional VC.

A) Continuous wavelet transform
In what follows, L2(R) denotes the set of square-integrable
functions, which satisfy

∫ +∞
−∞ |x(t)|2 dt <∞. Given a time

series f0(t) ∈ L2(R), its continuous wavelet is, in respect to
the mother wavelet ψ ∈ L2(R), defined as

ψs,τ = s−1/2ψ0

(
t − τ
s

)
dt, s, τ ∈ R, s �= 0, (1)

where s is the scaling factor (which controls the width of
the wavelet), and τ is the translating factor (which decides
the location of the wavelet). (s−1/2) is used for normaliza-
tion, which can ensure unit variance of the wavelet and∥∥ψs,τ

∥∥2 = 1. Thus, the CWT of an input signal f0(t) can be
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Fig. 2. (1) Linear interpolation and log-normalized processing for source and target emotional voice. (2) The CWT for normalized LogF0 contours, the top pan and
bottom pan show five examples of the different level’s decomposed CWT-F0 features of the source and target F0, respectively. (3) First and second pans show the
continuous wavelet spectrums of the source and target CWT-F0 features and the bottom pan represents the cross-wavelet spectrums of the two CWT-F0 features.
The relative phase relationship is shown as arrows in the cross-wavelet spectrum (with in-phase pointing right (→), anti-phase pointing left (←), and source
emotional features leading target emotional features by 90◦ pointing straight down.

written as

Wf0;ψ (s, τ) =
〈
f0(t),ψs,τ (t)

〉 =
∫ ∞
−∞

f0 (t) ψs,τ (t)dt

= s−1/2
∫ ∞
−∞

f0 (t) ψ0

(
t − τ
s

)
dt (2)

ψ0 (t) = 2√
3
π−1/4

(
1− t2

)
e−t

2/2, (3)

where f0(t) is the input signal and mother wavelet ψ(t)
used in our model is the Mexican hat mother wavelet [10].
The wavelet transform can give us information simultane-
ously on time-frequency space bymapping the original time
series into the function of s and τ . Because both s and τ are
real values and vary continuously, Wf0;ψ(s, τ) is named a
CWT. To be a mother wavelet of the CWT, ψ(t) must ful-
fill admissibility conditions [25], which can be written as
follows:

0 < Cψ =
∫ +∞
−∞

|ψ̂(f )|2∣∣f ∣∣ < +∞, (4)

where ψ̂(f ) is the Fourier transform of the mother wavelet
ψ(t) and f is the Fourier frequency. It is clear that Cψ is
independent of f and determined only by the wavelet ψ(t).
This means that Cψ is a constant for each given mother
wavelet function. Thus, we can reconstruct f0(t) using its
CWT,Wf0;ψ(s, τ), by inverse function as follows:

f0(t) = 1
Cψ

∫ +∞
0

[∫ +∞
−∞

Wf0;ψ (s, τ) ψs,τ (t)dτ
]
ds
s2
,

s > 0 (5)

In this way, we can decompose F0 features f0(t) to the
CWT-F0 featuresWf0;ψ(s, τ) and reconstruct them back to
F0 features. Therefore, we have reason to believe that F0
and CWT-F0 are two different representations of the same
mathematical entity. Fig. 2 (2) shows the examples of CWT
features decomposed from the F0 features of source and tar-
get emotional voices. In this figure, we show the parts of the
scales that can represent the sentence, phrase, word, syllable,
and phone levels, respectively. Moreover, the energy of the
examined time series is preserved by its CWT in the sense
that

∥∥f0(t)∥∥2 = 1
Cψ

∫ +∞
0

[∫ +∞
−∞
|Wf0;ψ (s, τ) |2ψs,τ (t)dτ

]
ds
s2
,

s > 0 (6)

where
∥∥f0(t)∥∥2 is defined as the energy of f0(t), and

|Wf0;ψ(s, τ)|2 is defined as a wavelet power spectrum that
can interpret the degree of local variance of f0(t) scale
by scale. The examples of wavelet power spectrum of the
source and target CWT-F0 features are represented by the
first pan and the second pan of Fig. 2 (3).

B) Cross wavelet transform
Given two time series, f0x(t) and f0y(t), with their CWT
features, Wx, and Wy, XWT is defined as Wxy;ψ(s, τ) =
Wx;ψ(s, τ)Wy;ψ ∗ (s, τ), where ∗ denotes complex conju-
gation. And their cross-wavelet power spectrum is accord-
ingly written as

|Wxy;ψ(s, τ)|2 = |Wx;ψ(s, τ)|2|Wy;ψ ∗ (s, τ)|2. (7)
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An example of the cross-wavelet power spectrum is shown
in the last pan of Fig. 2 (3). The XWT of a two-time series
depicts the local covariance between them at each time
and frequency and shows the area in the time-frequency
space where the two signals exhibit high common power.
Thus, we can do the cross-transform for different emo-
tional voices to synthesize the new XWT-F0 features, and
then reconstruct them to new synthesized F0 features. The
new synthesized F0 features can be used in processing a
new emotional voice or increasing the training data for
emotional VC training.

C) Applying CWT and XWT in F0 features
extraction
The STRAIGHT [26] is frequently used to extract features
from a speech signal. Generally, the smoothing spectrum
and instantaneous-frequency-based F0 are derived as exci-
tation features for every 1ms from the STRAIGHT. As
shown in Fig. 2, there are three steps for processing the
XWT-F0 features.

1) To explore the perceptually-relevant information, F0
contour is transformed from the linear to logarithmic
semitone scale, which is referred to as logF0. As shown
in the first pan and second pan of Fig. 2 (2), the F0 fea-
tures extracted by STRAIGHT from the source and tar-
get emotional voice are discrete. As the wavelet method
is sensitive to the gaps in the F0 contours, we must fill in
the unvoiced parts in the logF0 via linear interpolation
to reduce discontinuities in voice boundaries. Finally, we
normalize the interpolated logF0 contour to zero mean
and unit variance. Examples of interpolated LogF0 con-
tours of source and target emotional voice are depicted
in the second and last pan of Fig. 2 (2), respectively.

2) Then, we adopt CWT to decompose the continuous
logF0 into 30 discrete scales, each separated by one-third
of an octave. F0 is thus approximately represented by 30
separate components given by [24]

Wi(f0)(t) =Wi(f0)(2(i/3)+1τ0, t) ((i/3)+ 2.5)
−5/2

, (8)

where i = 1,. . . ,30 and τ0 = 1ms. In Fig. 2 (2), we just
showfive examples of the decomposedCWT-F0 features
which represent the utterance, phrase, word, syllable and
phone levels, respectively.

3) Finally, we do the XWT for CWT-F0 features of the two
emotional voices. First, we process the power spectrums
of the source and target CWT-F0 features, and then use
the cross-wavelet function to combine the two CWT-F0
features to cross-wavelet F0 features (XWT-F0). Fig. 2
(3) shows the power spectrums of CWT-F0 features and
the XWT-F0 feature. The XWT-F0 features can be used
for generating the combinative emotional voice. More-
over, they can also be used for increasing the training
data of the emotional VC tasks.

I I I . TRA IN ING MODEL : VA -GAN

A) Background: VAE and GAN
1) Variational autoencoder
VAE defines a probabilistic generative process between
observation x and latent variable h as follows:

z ∼ Enc(x) = qφ(h|x), x̃ ∼ Dec(h) = pθ (h|x), (9)

where (Enc) represents encode networks that encode a data
sample x to a latent representation h and decode networks
(Dec) decode the latent representation back to data space. In
the VAE, the recognition model qφ(h|x) approximates the
true posterior pθ (h|x). The VAE regularizes the encoder by
imposing a prior over the latent distribution pθ (h), which
is assumed to be a centered isotropic multivariate Gaussian
pθ (h) ∼ N(h; 0, I). The VAE loss Lθ ,φ;x is minus the sum of
the expected log-likelihood Llike (the reconstruction error)
and a prior regularization term Lprior represented as:

Lθ ,φ;x = −Eqφ(h|x)[log
pθ (x|h)pθ (h)

qφ(h|x) ] = Llike + Lprior, (10)

Llike = −Eqφ(h|x)[log pθ (x|h)], (11)

Lprior = KL(qφ(h|x)||pθ (h)), (12)

where KL is the Kullback-Leibler divergence. We use the
KL loss to reduce the gap between the prior P(h) and the
proposal distributions. The loss of KL is only related to
the encoder network Enc. It represents whether or not the
distribution of the latent vector is under expectation. Here,
we want to optimize Lθ ,φ;x in respect to θ and φ.

In the VC area, VAE is used to learn latent representa-
tions of speech segments to model the conversion process.
Refer to applying the VAE in the non-parallel VC tasks pro-
posed byHsu et al. [20].We can also apply them in the emo-
tional VCwith parallel data. If wewant to estimate the latent
representations for each emotional feature, we can estimate
latent attributes by taking the mean latent representations
as shown in Fig. 3 (a). Supposing we want to convert the
prosody attribute of a speech segment xAi, from being a
source emotional voice eA to being a target emotional voice
eB. Given the means of latent attribute representations μeA
and μeB for emotional eA and eB, respectively, we can trans-
form the latent attribute computed as veA→eB = μeB − μeA .
We can then modify the speech xiA as follows:

hAi ∼ qφ(h|xA(i)), (13)

hB(i) = hA(i) + veA→eB , (14)

xB(i) ∼ pθ (x|hB(i)), (15)

Figure 3 (b) shows an illustration of the conversion phase.

2) Generative adversarial networks
GAN has obtained impressive results for image genera-
tion [27, 28], image editing [29], and representation learn-
ing [30]. The key to the success of the GAN is learning
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(a) (b)

Fig. 3. (left) Examples of processing the latent representations for emotion A and emotion B using Variational Autoencoder (VAE). (right) Examples of modifying
the emotional voice from emotion A to emotion B. μeA and μeB represent the means of latent attribute representations for emotional eA and eB, respectively. qbmφ
and pbmθ mean the encode and decode functions, respectively. xA i and xB i represent the speech segment of emotion A and emotion B.

a generator distribution PG(x) that matches the true data
distribution. It consists of two networks: a generator, G,
which transforms noise variables z ∼ PNoise(z) to data space
x = G(z) and a discriminatorD. This discriminator assigns
probability p = D(x) when x is a sample from the PData(x)
and assigns probability 1− p when x is a sample from the
PG(x). In a GAN, D and G play the following two-player
minimax game with the value function V(G, D):

min
G

max
D

V(D,G) = Ex∼pdata[logD(x)]

+ Ez∼pz(z)[log(1− D(G(z)))]. (16)

This enables the discriminator, D, to find the binary classi-
fier that provides the best possible discrimination between
true and generated data and simultaneously enables the
generator, G, to fit PData(x). Both G and D can be trained
using back-propagation.

The effectiveness of GAN is due to the fact that an adver-
sarial loss forces the generated data to be indistinguishable
from real data. This is particularly powerful for image gen-
eration tasks, and, owing to GAN’s ability to generate a
high-fidelity image which can mitigate the over-smoothing
problem caused in the low-level data space when convert-
ing the speech features. GANmodels have also begun to be
applied in speech synthesis [31] and VC [21].

Figure 4 gives an overview of the training procedure
when using the GAN model for VC tasks. In conventional
studies [21, 31], in the VC tasks, they used not only a sam-
ple from the “G” but also a sample from the “C” as the
discriminator input. Here, “C” represents the conversion

Fig. 4. Illustration of calculating the loss of GAN in voice conversion.

function. This is because the samples converted from the
source voice are more similar to the target voice than the
samples generated by noise. Thus, using the converted sam-
ples can improve the updating ofD. The value function used
in VC is rewritten as

min
G

max
D

V(D,G) = Ex∼pdata[logD(x)]

+ Ez∼pz(z)[log(1− D(G(x, z)))]

+ Ez∼pz(z)[log(1− D(C(x)))]. (17)

B) VA-GAN training model
As described above, there is a clear and recognized way to
evaluate the quality of the VAE model. However, due to the
injected noise and imperfect reconstruction, the generated
samples are much more blurred than those coming from
GAN. GAN models tend to be much more finicky to train
than VAE and, therefore, can obtain a high-fidelity image.
But, in practice, theGANdiscriminatorD can distribute the
“real” and “fake” images easily, especially at the early stage
of the training process. This will cause the problem of an
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Fig. 5. Illustration of calculating the loss of VA-GAN.

unstable gradient ofGwhen training GAN [22, 32]. To solve
the problems associated with VAE and GAN models, we
combine the VAE and GAN models to form one advanced
model, which we named VA-GAN. As shown in Fig. 5,
our model contains an encoder (Enc), conversion function
(C : x→ y) and a discriminator (D). To resolve the instabil-
ity of training GAN, we extract the representative features
from a pre-trained Enc. Also, we can obtain better results
when using the latent representation (h) from the encoder
Enc.When dealing with the training of emotional VC, every
two sets of labeled and paired feature matrices were sam-
pled from domains source emotional voice X and target
emotional voiceY , respectively. For the conversion function
C : x→ y and its discriminator D with pre-trained Enc, we
express the objective of adversarial loss as:

LGAN(C,D,X,Y) = Ey∼Pdata(y)[logD(y, x)]

+ Ex∼Pdata(x)[log(1− D(C(Enc(x))))].
(18)

The goal of emotional VC is to learn a converted emo-
tional voice distribution PC(x) that matches the target emo-
tional voice distribution Pdata(y). Equation (18) enables D
to find the binary classifier that provides the best possible
discrimination between a true and a converted voice and
simultaneously enables the function “C” to fit the Pdata(y).
We also mix the GAN objective with a traditional L1 dis-
tance loss as:

L1(C) = Ex,y,z[
∥∥y− C(x, z)

∥∥
1]. (19)

Our final objective is maximized and minimized with
respect to “D” and “C”, respectively.

G∗ = arg max
D

min
C

LGAN(C,D,X,Y)+ λL1(C). (20)

In the VAE for the emotional VC, emotion-independent
encoder (Enc) infers a latent content z ∼ Enc(x), and then
the emotion-dependent decoder (Dec) mixes z with an
emotion-specific variable y to reconstruct the input as a
variational approximation: x̃ ≈ Dec(z, y). The aim of aVAE
is to learn a reduced representation of the given data. Con-
sequently, feature spaces learned by the VAE are powerful
representations for reconstructing the Pdata(y) distribution.
However, VAE models tend to produce unrealistic, blurry
samples [33], and Zhao et al. [34] provide a formal explana-
tion for this problem. To solve the blurriness issue, similar to
someVAE andGAN combinedmodels [35, 36], we replaced

the reconstruction error term from equation (11) with a
reconstruction error expressed in the discriminator D. To
achieve this, we let Dl(x) denote the hidden representation
of the lth layer of the discriminator, and we introduce a
Gaussian observationmodel forDl(x)with meanDl(x̃) and
identity covariance:

p(Dl(x)|z) = N(Dl(x)|Dl(x̃), I), (21)

where x̃ ∼ Dec(h) in equation (9) is now the sample from
the conversion function “C” of “x”. We can now replace the
VAE error of equation (11) with

LDl
like = −Eq(z|x)[log p(Dl(x)|z)]. (22)

The goal of our approach is to minimize the following
loss function:

L = LGAN + LDl
like + Lprior + λL1(C), (23)

where λ controls the relative importance of the distance loss
function. The details of how to train VA-GAN are indicated
in Algorithm 1.

Algorithm 1 Training procedure of VA-GAN
Require: 2D-features (30× 30) datasets processed from source
emotional voiceX and target neutral voiceY , encoder Enc, con-
version functionC and discriminatorDwith enconder parame-
ter θE, conversion parameter θC and θD, respectively, batch size
m, and the epcohs n.
1: Initialize the parameters θE, θC and θD, randomly.
2: repeat
3: for(i = 1; i < n+ 1; i = i+ 1) do
4: sample images xk ⊆ X, k ∈ {1, . . . , m}
5: latent representations zk ← Enc(xk)
6: update θE to minimize Lprior
7: update θE, θC to minimize 1

m
∑m

k=1 L
Dl
like(yk, zk)

8: update θE, θC to minimize 1
m

∑m
k=1 L1(xk, z(xk))

9: update θE, θC , θD to minimize
1
m

∑m
k=1 LGAN(yk, z(xk))

10: until convergence

Throughout the training process, conversion functions
C is optimized to minimize the VAE loss and to learn the
converted emotional voice, which cannot be distinguished
from the target emotional voice by corresponding discrim-
inators D.

I V . EXPER IMENTS

In our experiments, we used a database of emotional
Japanese speech constructed in a previous study [37]. In the
database, there is a total of 50 different kinds of content
sentences, and each sentencewas read in four different emo-
tions (angry, happy, sad, and neutral) by the same speaker.
Thus, there 50× 4× N waveforms in the database, where
N is the number of speakers, the waveforms were sampled
at 16 kHz.
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In the emotional VC experiment, we classified the three
datasets into the following voice types: neutral to angry
voices (N2A), neutral to sad voices (N2S), and neutral to
happy voices (N2H). For each data set, 40 sentences were
chosen as basic training data and 10 sentences were chosen
for the VC evaluation.

To do the evaluation of prosody conversion using our
proposed VA-GAN method, we compared the results
with several state-of-the-artmethods. LogarithmGaussian
(LG) normalized transformation is often used for F0 fea-
tures conversion in deep learning VC tasks [38, 39]. Our
previous work [9] dealt with a NNs model that used the
pre-trained NNs to convert the CWT-F0 features. We also
compared VA-GAN with the GAN and VAE.

Before applying the XWT-F0 features to the emotional
VC, we need to calculate the correlates of different emo-
tional voices. In other words, we do the cross-matching
of each two emotional voices for the same content
by the same speaker, which will result in six datasets
(N, A), (N, S), (N, H), (A, H), (A, S), (H, S). For each
dataset, we do the XWT to synthesize the XWT-F0 features,
and then reconstruct them to the F0 features that can be
used for generating the complex emotional voice. Finally,
we carry out a subjective experiment to decide the synthe-
sized emotional voices that belong towhich kind of emotion
(neutral, angry, happy, sad, and unknown). Here, due to
some generated emotional voices may sound strange, we
added the unknown option.

To evaluate the effectiveness of XWT-F0 features used as
the increased training data for emotional VC, we carry out
the experiments by adding the XWT-F0 features, which are
selected by the subjective experiment, to the corresponding
CWT-F0 features to increase the training data.

Moreover, to evaluate the relationship between dif-
ferent data size and the conversion methods described
above, we conducted our experiment using a larger open
database [40], which contains 100 sentences for each emo-
tional voice. Among them, 80 sentences were chosen for
training data and the existing 20 sentences were chosen for
the testing data. In these experiments, the spectral features
were converted using the samemodels as their CWT-F0 fea-
tures trainingmodel (For theNNsmodel, we used theDBNs
model to train spectral features, which has been proposed
in [9]).

A) Selecting cross wavelet features
To evaluate the synthesized emotional voice with the XWT-
F0 features, we devised a subjective evaluation framework
as shown in Fig. 6. We first perform CWT on the neutral,
angry, happy, and sad voice to decompose their F0 con-
tours into CWT-F0 features. Then do the XWT for each
pair of emotional CWT-F0 features, to process the XWT-
F0 features. Then we reconstruct the XWT-F0 features to
F0 features to synthesize the complex emotional voice. Then
we ask 10 subjects to listen and choose the emotion that is
close to the synthesized speeches.

Fig. 6. The listening experiment setup for evaluating emotional voice generated
by different XWT-F0 features. The small letters in the lower right of CWT-F0
and XWT-F0 represent the emotion. For instance, (n) and (a) represent the
neutral and angry. (n,a) represents the XWT-F0 features generated by CWT-F0
features of angry and neutral.

Fig. 7. Similarity to different emotional voices (neutral, angry, happy, and sad)
of synthesized emotional voices with different XWT-F0 features.

Figure 7 shows the similarity to different emotions of the
synthesized emotional voices using the different XWT-F0
features. For example, XWT (n, a) represents the synthe-
sized emotional voice cross transformed with the neutral
and angry CWT-f0 features. As the figure shows, the emo-
tional voice generated from the neutral and sad voices XWT
(n, s) got the most votes for the similarity to a sad voice.
The voting results of XWT (n, a) and XWT (a, s) indicate
that the angry voice can be generated by angry and sad voice
or angry and neutral voice. However, not all the generated
emotional voices are good. For instance, the happy voice
can be generated by XWT (n, h), but half of the subjects
voted for the XWT (n, h) generated voice over the neutral
voice. The XWT (h, s) and XWT (a, h) got the most votes
for unknown, which means there was a strange prosody of
the generated emotional voice.

In summary, depending on the emotional classification
results of the emotional voice generated by the XWT-F0
(n, s), XWT-F0 (n, a), XWT-F0 (a, s) and XWT-F0 (n, h)
features, we can use XWT-F0 (n, s) features as the CWT-F0
features of a sad voice, XWT-F0 (n, a) and XWT-F0 (a, s)
as an angry voice, and the XWT-F0 (n, h) as a happy voice.
Then, we can use both CWT-F0 features and their corre-
sponding XWT-F0 features as the input training data, and
the output is the CWT-F0 features.
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Table 1. F0-RMSE results for different emotions. N2A, N2S and N2H represent the datasets from neutral to angry, sad and happy voice, respectively.
(40) and (80) denote the number of training examples. “+” means using both the CWT-F0 features and selected XWT-F0 features for training model.

U/V-ER represents the unvoiced/voiced error rate of the proposed method.

Source LG NN VAE GAN VA-GAN NN+ VAE+ GAN+ VA-GAN+ U/V-ER ()

N2A (40) 58.5 48.3 38.8 28.3 30.2 21.2 43.8 35.2 27.4 20.3 8.1
N2S (40) 59.9 54.7 40.3 25.5 25.3 22.5 38.2 23.1 24.3 20.8 8.6
N2H (40) 83.4 65.3 46.5 36.8 34.7 29.1 44.5 34.1 33.3 26.4 8.9
N2A (80) 58.5 47.5 37.2 27.5 28.4 20.4 42.4 33.3 25.2 18.9 8.5
N2S (80) 59.9 54.4 39.3 23.5 24.1 21.1 37.7 21.2 22.3 19.4 9.1
N2H (80) 83.4 63.2 45.2 32.1 33.5 28.1 43.4 32.1 32.7 24.8 9.4

Table 2. Details of network architectures of Enc, C and D

Enc (Input: 30× 30 2D features, Output: latent representations h)
2×2 15 conv.↓, ReLU
2×2 30 conv.↓, BNorm, ReLU
120 fully connected, BNorm, ReLU

C (Input: latent representations processed by source features X,
Output: 30× 30 converted matrices)

120 fully-connected, BNorm, ReLU
2×2 15 conv.↓, ReLU
residual blocks

[
2× 2 15 conv. ReLU
2× 2 15 conv. ReLU

]
× 2

2×2 15 conv.↑, ReLU
2×2 30 conv.↑, BNorm, ReLU
D (Input: 30× 30 2D features, Output: 1 Probability)
2×2 15 conv.↓, ReLU
2×2 30 conv.↓, BNorm, ReLU
120 fully connected, BNorm, ReLU
1 fully connected, sigmoid

B) Training procedure
Table 2 details the network architectures of the encoder
(Enc), the converter (C) and discriminator (D). The sym-
bols ↓ and ↑ indicate down sampling and up sampling,
respectively. To upscale and downscale, we respectively used
convolutions and backward convolutions with stride 2.

In the converter (C), similar to the generator used
in Johnson et al. [41], we use batch normalization
(BNorm) [42] and all convolutional layers are followed by
ReLU nonlinearities [43] with the exception of the output
layer. TheC contains one stride-2 convolution to downsam-
ple the input, followed by two residual blocks [44], and two
fractionally-strided upsampling convolutional layers with
stride 1/2.

For discriminator (D), we refer to a convolutional Patch-
GAN classifier [45] but use a smaller patch size. The patch
size at which the discriminator operates is fixed at 20×
20, and two stride-2 convolutions and a fully connected
layer make up the (D). After the last layer, we apply a sig-
moid activation function to obtain a probability for sample
classification.

When training the (Enc) (C) and (D), we use the Adam
optimizer [46] with a mini-batch of size 8, which represents
8 input matrices (30× 30), including 8× 30 frames. The
learning rate was set to 0.0002 for theEnc andC, and 0.0001
for the D, respectively. The momentum term was set to 0.5.

To clarify the characteristics of our framework with VA-
GAN, as described above, we implemented three kinds of
generative networks for comparison. The detailed units of
theNNs are set to [32, 64, 64, 32]. The comparedVAEmodel
consists of the E and C, while the compared GAN model
consists of the C and D, which are used in VA-GAN.

C) Objective experiment
To evaluate F0 conversion, we used the root-mean-square
error (RMSE) which is defined as:

RMSE =
√√√√ 1

N

N∑
i=1

((
F0ti

)− (
F0ci

))2, (24)

whereF0ti andF0
c
i denote the target and the converted inter-

polated F0 features, respectively. A lower F0-RMSE value
indicates a smaller distortion or predicting error. Unlike
the RMSE evaluation function used in one previous study
[8], which evaluated the F0 conversion by calculating log-
arithmic scaled F0, we used the target interpolated F0 and
converted interpolated F0 of a complete sentence includ-
ing voiced and unvoiced (0 value), to calculate the RMSE
values. Due to the alignment preprocessing in the parallel
data, we used the unvoiced part of the source F0 in the con-
verted F0. Considering that F0-RMSE evaluates complete
sentences that contain both voiced and unvoiced F0 fea-
tures instead of the voiced-logarithmic scaled F0, the RMSE
values are expected to be high. For emotional voices, the
unvoiced features also include some emotional information,
such as the pause in a sentencewhich can sometimes express
nervousness or some other negative emotion. Therefore,
we choose the F0 of complete sentences for evaluation as
opposed to only voiced logarithmic-scaled F0.

As shown in Table 1, LG represents the conventional
linear F0 conversion method using F0 features, directly.
NNs, VAE, and GAN represent the comparison method
using CWT-F0 features only. “+” represents using both the
CWT-F0 features and the corresponding selected XWT-F0
features for the training model. As the results indicated,
the conventional linear conversion LG has almost no effect
in all the emotional VC datasets. The other four methods
can affect the conversion of all emotional voice datasets.
In addition, the GAN and VA-GAN can obtain signifi-
cant improvement in F0 conversion. That proves that GAN
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 8. Spectrograms of source voice, target voice and converted voices reconstructed by converted spectral features and F0 features using different methods.

Fig. 9. MOS evaluation of emotional voice conversion.

and our proposed VA-GAN are effective in mapping emo-
tional VC. Comparing the NN and NN+, VAE and VAE+,
GAN and GAN+, and VA-GAN and VA-GAN+, we can see
that adding the XWT-F0 features cannot improve the GAN
model, but doing so can improve the training effectiveness
for NN, VAE and the proposed VA-GAN training model.

Comparing the results of the small size training data and
the larger size training data shown in Table 1, The RMSE
of NN, GAN, and VAE increase significantly when using
the smaller training data size, which means the conversion
effect degrades. On the other hand, the RMSE of VA-GAN
increased only a little when using a smaller data size, which
shows the strength of VA-GANwhen using limited training
data.

Figure 8 shows the spectrograms of the source voice,
target voice, and converted voices with different methods.
The converted emotional voices are reconstructed by both
converted F0 features and converted spectral features using
STRAIGHT.

As discussed above, the RMSE values obtained using
GAN without VAE are also slightly better than NNs model.
However, as shown in the Fig. 8 (D), there is a signifi-
cant loss in the high-frequency part of the spectrogram
of the converted voice. We predict this is due to the fact

that, unlike normal object image generation, the dissimi-
larities between the source and target emotional voices are
very small. Therefore, without VAE, it is sometimes hard
to obtain a good result due to the problem of insufficient
data and the difficulty of training GAN. We can clearly see
that only usingVAEwill result in fuzzy voice features.When
combining the GAN with VAE, the obtained converted
features are very similar to the target.

D) Subjective experiment
Weconducted a subjective emotion evaluation using amean
opinion score test to measure naturalness. The opinion
score was set to a five-point scale ranging from totally
unnatural (2) to completely natural (5). Here, we tested the
neutral to emotional pairs (N2H, N2S, N2A). In each test,
50 utterances, converted by the five methods using both
CWT-F0 and XWT-F0 features were selected, and 10 listen-
ers were involved. The subjects listened to the speech that
was converted using the five methods before being asked
to assign a point value to each conversion. Fig. 9 shows the
results of the MOS test. The error bar shows the 95 con-
fidence interval. As the figure shows, the conventional LG
method shows poor performance in all emotional VC pairs.
AlthoughusingGANwithoutVAEobtained a slightly better
result than the NNmethod in the objective experiment, due
to the instability and non-regularization of some converted
features, it got worse scores in a MOS test. The effects of
the VAE model and NN model is similar in the naturalness
evaluation. The VA-GAN method obtained the best score
for every emotional VC.

For the similarity evaluation, we carry out a subjective
emotion classification test for neutral to emotional pairs
(N2H, N2S, N2A) comparing different methods (LG, NN,
GANs, VA-GAN). For each test model, 30 utterances (10
for angry, 10 for sad, 10 for happy) are selected, and 10
listeners are involved. The listeners are asked to label a
converted voice as Angry (Ang), Sad, Happy (Hap) or Neu-
tral (Neu). As shown in Table 3 (a), when evaluating the
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Table 3. Results of emotion classification for recorded (original) voices and converted voice by different methods [].

(a) original voice (b) LG (c) NN (d) GAN (e) VA-GAN
Tar./
Percept Ang Sad Hap Neu Ang Sad Hap Neu Ang Sad Hap Neu Ang Sad Hap Neu Ang Sad Hap Neu

Ang 93 5 0 2 22 17 0 61 62 10 5 23 30 24 1 45 68 5 0 27
Sad 2 97 0 1 12 34 3 51 6 55 2 37 40 45 13 2 15 65 5 15
Hap 0 0 98 2 3 5 19 73 3 3 67 27 3 2 37 58 2 3 73 22

original recorded emotional speech utterances, the classi-
fier performed quite strongly; thus, the corpus is sufficient
for recognizing emotion.

As shown in Table 3 (b), the conventional LG method
shows poor performance in all emotional VC tasks. Com-
paring the results of Table 3 (c) and Table 3 (d), it is clear
that NNs method obtains better classification results than
the GANs model. With reference to the results of VA-GAN
shown in Table 3 (e), the proposed method yielded about
70 classification accuracy on average, which has indicated
a significant improvement over the other models.

V . CONCLUS IONS

In this paper, we propose an effective neutral-to-emotional
VC model, using the training model VA-GAN, which con-
sists of two effective generator models (GAN and VAE).
For the feature extraction and processing, we use CWT to
systematically capture the F0 features of different temporal
scales (CWT-F0 features), which are suitable for the VA-
GANmodel. Moreover, to increase the training data for the
emotional VC, we carry out the cross-wavelet transforming
for CWT-F0 features of different emotional voices to get the
XWT-F0 features. A comparison between the proposedVA-
GAN and conventional methods shows that our proposed
model can effectively change the voice prosody better than
othermodels, and adding theXWT-F0 features can improve
the training effectiveness of the training model.
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