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Recent trends in multimedia technologies indicate the need for richer imaging modalities to increase user engagement with the
content. Among other alternatives, point clouds denote a viable solution that offers an immersive content representation, as
witnessed by current activities in JPEG and MPEG standardization committees. As a result of such efforts, MPEG is at the final
stages of drafting an emerging standard for point cloud compression, which we consider as the state-of-the-art. In this study, the
entire set of encoders that have been developed in the MPEG committee are assessed through an extensive and rigorous analysis
of quality. We initially focus on the assessment of encoding configurations that have been defined by experts in MPEG for their
core experiments. Then, two additional experiments are designed and carried to address some of the identified limitations of
current approach. As part of the study, state-of-the-art objective quality metrics are benchmarked to assess their capability to
predict visual quality of point clouds under a wide range of radically different compression artifacts. To carry the subjective
evaluation experiments, a web-based renderer is developed and described. The subjective and objective quality scores along
with the rendering software are made publicly available, to facilitate and promote research on the field.
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I . I NTRODUCT ION

In view of the increasing progress and development of
three-dimensional (3D) scanning and rendering devices,
acquisition and display of free viewpoint video (FVV) has
become viable [1–4]. This type of visual data representation
describes 3D scenes through geometry information (shape,
size, position in 3D-space) and associated attributes (e.g.
color, reflectance), plus any temporal changes. FVV can
be displayed in head-mounted devices, unleashing a great
potential for innovations in virtual, augmented, and mixed
reality applications. Industrial partners and manufacturers
have expressed relevant interest in extending technologies
available in consumer market with the possibility to rep-
resent real-world scenarios in three dimensions. In this
direction, high quality immersive information and commu-
nication systems (e.g. tele-presence), 3D sensing for smart
cities, robotics, and autonomous driving, are just some of
the possible developments that can be envisioned to domi-
nate in the near future.
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There are several alternatives of advanced content rep-
resentations that could be employed in such application
scenarios. Point cloud imaging is well-suited for richer
simulations in real-time because of the relatively low com-
plexity and high efficiency in capturing, encoding, and
rendering of 3D models; a thorough summary of target
applications can be found in a recent JPEG document “Use
cases and requirements” [5]. Yet, the vast amount of infor-
mation that is typically required to represent this type of
contents indicates the necessity for efficient data repre-
sentations and compression algorithms. Lossy compression
solutions, although able to drastically reduce the amount
of data and by extension the costs in processing, storage,
and transmission, come at the expense of visual degrada-
tions. In order to address the trade-off between data size
and visual quality or evaluate the efficiency of an encoding
solution, quality assessment of decompressed contents is of
paramount importance. In this context, visual quality can be
assessed through either objective or subjective means. The
former is performed by algorithms that provide predictions,
while the latter, although costly and time-consuming, is
widely accepted to unveil the ground-truth for the perceived
quality of a degraded model.
In the field of quality assessment of point clouds, there

are several studies reported in the literature [6–27]. How-
ever, previous efforts have been focused on evaluating a
limited number of compression solutions (one or two),
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while even less have been devoted to the evaluation of the
latest developments in standardization bodies. This paper
aims at carrying a large-scale benchmarking of geome-
try and color compression algorithms as implemented in
the current versions of the MPEG test models, namely,
V-PCC (Video-based Point Cloud Compression [28]) and
G-PCC (Geometry-based Point Cloud Compression [29])
codecs, using both objective and subjective quality assess-
ment methodologies. Furthermore, different rate allocation
schemes for geometry and texture encoding are analyzed
and tested to draw conclusions on the best-performing
approach in terms of perceived quality for a given bit rate.
The results of such a comprehensive evaluation provide use-
ful insights for future development, or improvements of
existing compression solutions.
The contributions of this paper can be summarized as

follows:

– Open source renderer developed using the Three.js
library1. The software supports visualization of point
cloud contents with real-time interaction, which can be
optionally recorded. The rendering parameters can be
easily configured, while the source code can be adjusted
and extended to host subjective tests under different eval-
uation protocols. The repository with an open-source
implementation of the renderer is given in the follow-
ing URL: https://github.com/mmspg/point-cloud-web-
renderer.

– Benchmarking of the emerging MPEG point cloud com-
pression test models, under test conditions that were
dictated by the standardization body, using both sub-
jective and objective quality assessment methodologies.
Moreover, using human opinions as ground-truth, the
study provides a reliable performance evaluation of exist-
ing objective metrics under a wide range of compression
distortions.

– Analysis of best practices for rate allocation for geome-
try and texture encoding in point cloud compression. The
results indicate the observers’ preferences over impair-
ments that are introduced by different encoding con-
figurations, and might be used as roadmap for future
improvements.

– Publicly available dataset of objective and subjective
quality scores associated with widely popular point
cloud contents of diverse characteristics degraded by
state-of-the-art compression algorithms. This material
can be used to train and benchmark new objective
quality metrics. The dataset can be found in the fol-
lowing URL: https://mmspg.epfl.ch/downloads/quality-
assessment-for-point-cloud-compression/.

The paper is structured as follows: Section II provides
an overview of related work in point cloud quality assess-
ment. In Section III, the framework behind the research that
was carried out is presented and details about the devel-
oped point cloud renderer are provided. The test space
and conditions, the content selection and preparation, and

1https://threejs.org/

an outline of the codecs that were evaluated in this study
are presented in Section IV. In Section V, the experiment
that was conducted to benchmark the encoding solutions is
described, and the results of both subjective and objective
quality evaluation are reported. In Sections VII and VIII,
different rate allocations of geometry and color informa-
tion are compared in order to search for preferences and
rejections for the different techniques and configurations
under assessment. Finally the conclusions are presented in
Section VIII.

I I . RELATED WORK

Quality evaluation methodologies for 3D model represen-
tations were initially introduced and applied on polygonal
meshes, which has been the prevailing form in the field
of computer graphics. Subjective tests to obtain ground-
truth data for visual quality of static geometry-only mesh
models under simplification [30–32], noise addition [33]
and smoothing [34], watermarking [35,36], and position
quantization [37] artifacts have been conducted in the past.
In a more recent study [38], the perceived quality of tex-
tured models subject to geometry and color degradations
was assessed. Yet, the majority of the efforts on qual-
ity assessment has been devoted on the development of
objective metrics, which can be classified as: (a) image-
based, and (b) model-based predictors [39]. Widely-used
model-based algorithms rely on simple geometric projected
errors (i.e. Hausdorff distance or Root-Mean-Squared
error), dihedral angles [37], curvature statistics [34,40]
computed at multiple resolutions [41], Geometric Lapla-
cian [42,43], per-model roughness measurements [36,44],
or strain energy [45]. Image-based metrics on 3D meshes
were introduced for perceptually-based tasks, such as mesh
simplification [46,47]. However, only recently the perfor-
mance of such metrics was benchmarked and compared to
the model-based approaches in [48]. The reader can refer
to [39,49,50] for excellent reviews of subjective and objective
quality assessment methodologies on 3D mesh contents.
The rest of this section is focused on the state-of-

the-art in point cloud quality assessment. In a first part,
subjective evaluation studies are detailed and notable
outcomes are presented, whilst in a second part, the
working principles of current objective quality methodolo-
gies are described and their advantages and weaknesses are
highlighted.

A) Subjective quality assessment
The first subjective evaluation study for point clouds
reported in the literature was conducted by Zhang et al. [6],
in an effort to assess the visual quality of models at different
geometric resolutions, and different levels of noise intro-
duced in both geometry and color. For the former, several
down-sampling factors were selected to increase sparsity,
while for the latter, uniformly distributed noise was applied
to the coordinates, or the color attributes of the reference

https://github.com/mmspg/point-cloud-web-renderer
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models. In these experiments, raw point clouds were dis-
played in a flat screen that was installed on a desktop set-up.
The results showed an almost linear relationship between
the down-sampling factor and the visual quality ratings,
while color distortions were found to be less severe when
compared to geometric degradations.
Mekuria et al. [7] proposed a 3D tele-immersive system

in which the users were able to interact with naturalistic
(dynamic point cloud) and synthetic (computer generated)
models in a virtual scene. The subjects were able to navigate
in the virtual environment through the use of the mouse
cursor in a desktop setting. The proposed encoding solu-
tion thatwas employed to compress the naturalistic contents
of the scene was assessed in this mixed reality applica-
tion, among several other aspects of quality (e.g. level of
immersiveness and realism).
In [8], performance results of the codec presented in [7]

are reported, from a quality assessment campaign that was
conducted in the framework of the Call for Proposals [9]
issued by the MPEG committee. Both static and dynamic
point cloud models were evaluated under several encod-
ing categories, settings, and bit rates. A passive subjec-
tive inspection protocol was adopted, and animated image
sequences of the models captured from predefined view-
points were generated. The point clouds were rendered
using cubes as primitive elements of fixed size across a
model. This study aims at providing a performance bench-
mark for a well-established encoding solution and evalua-
tion framework.
Javaheri et al. [10] performed a quality assessment

study of position denoising algorithms. Initially, impulse
noise was added to the models to simulate outlier errors.
After outlier removal, different levels of Gaussian noise
were introduced to mimic sensor imprecisions. Then, two
denoising algorithms, namely Tikhonov and total variation
regularization, were evaluated. For rendering purposes, the
screened Poisson surface reconstruction [51] was employed.
The resultingmeshmodels were captured by different view-
points from a virtual camera, forming video sequences that
were visualized by human subjects.
In [11], the visual quality of colored point clouds under

octree- and graph-based geometry encoding was evaluated,
both subjectively and objectively. The color attributes of
the models remained uncompressed to assess the impact
of geometry-based degradations; that is, sparser content
representations are obtained from the first, while block-
ing artifacts are perceived from the latter. Static models
representing both objects and human figures were selected
and assessed at three quality levels. Cubic geometric prim-
itives of adaptive size based on local neighborhoods were
employed for rendering purposes. A spiral camera path
moving around a model (i.e. from a full view to a closer
look) was defined to capture images from different perspec-
tives. Animated sequences of the distorted and the corre-
sponding reference models were generated and passively
consumedby the subjects, sequentially. This is the first study
with benchmarking results on more than one compression
algorithms.

Alexiou et al. [12,13] proposed interactive variants of
existing evaluation methodologies in a desktop set-up to
assess the quality of geometry-only point cloud models.
In both studies, Gaussian noise and octree-pruning was
employed to simulate position errors from sensor inaccu-
racies and compression artifacts, respectively, to account
for degradations of different nature. The models were
simultaneously rendered as raw point clouds side-by-side,
while human subjects were able to interact without tim-
ing constraints before grading the visual quality of the
models. These were the first attempts dedicated to evalu-
ate the prediction power of metrics existing at the time.
In [14], the same authors extended their efforts by propos-
ing an augmented reality (AR) evaluation scenario using
a head-mounted display. In the latter framework, the
observers were able to interact with the virtual assets with
6 degrees-of-freedom by physical movements in the real-
world. A rigorous statistical analysis between the two exper-
iments [13,14] is reported in [15], revealing different rat-
ing trends under the usage of different test equipment
as a function of the degradation type under assessment.
Moreover, influencing factors are identified and discussed.
A dataset containing the stimuli and corresponding sub-
jective scores from the aforementioned studies, has been
recently released2.
In [16] subjective evaluation experiments were con-

ducted in five different test laboratories to assess the visual
quality of colorless point clouds, enabling the screened
Poisson surface reconstruction algorithm [51] as a ren-
dering methodology. The contents were degraded using
octree-pruning, and the observers visualized the mesh
models in a passive way. Although different 2D monitors
were employed by the participating laboratories, the col-
lected subjective scores were found to be strongly corre-
lated. Moreover, statistical differences between the scores
collected in this experiment and the subjective evaluation
conducted in [13] indicated that different visual data repre-
sentations of the same stimuli might lead to different con-
clusions. In [17], an identical experimental design was used,
with human subjects consuming the reconstructed mesh
models through various 3D display types/technologies
(i.e. passive, active, and auto-stereoscopic), showing very
high correlation and very similar rating trends with respect
to previous efforts [16]. These results suggest that human
judgments on such degraded models are not significantly
affected by the display equipment.
In [18], the visual quality of voxelized colored point

clouds was assessed in subjective experiments that were
performed in two intercontinental laboratories. The vox-
elization of the contents was performed in real-time, and
orthographic projections of both the reference and the dis-
torted models were shown side-by-side to the subjects in
an interactive platform that was developed and described.
Point cloud models representing both inanimate objects
and human figures were encoded after combining differ-
ent geometry and color degradation levels using the codec

2https://mmspg.epfl.ch/downloads/geometry-point-cloud-dataset/



4 evangelos alexiou et al.

Table 1. Experimental set-ups. Notice that single and double stand for the number of stimuli visualized to rate a model. Moreover, sim. and seq. denote
simultaneous and sequential assessment, respectively. Finally, incl. zoom indicates varying camera distance to acquire views of the model.

Model Degradation type Attributes Rendering Protocol Methodology

Zhang et al. [6] Static Down-sampling and Noise Colored Raw points Unspecified Unspecified
Mekuria et al. [7] Dynamic Compression Colored Raw points Interactive Single
Mekuria et al. [8] Static and Dynamic Compression Colored Fixed-size cubes Passive (incl. zoom) Single
Javaheri et al. [10] Static Position denoising Colorless Reconstructed mesh Passive Double seq.
Javaheri et al. [11] Static Compression Colored Adaptive-size cubes Passive (incl. zoom) Double seq.
Alexiou et al. [12,13] Static Octree-pruning and Noise Colorless Raw points Interactive Double sim.
Alexiou et al. [14] Static Octree-pruning and Noise Colorless Raw points Interactive in AR Double sim.
Alexiou et al. [16,17] Static Octree-pruning Colorless Reconstructed mesh Passive Double sim.
Torlig et al. [18] Static Compression Colored Projected voxels Interactive Double sim.
Alexiou et al. [19] Static Compression Colored Adaptive-size cubes Interactive Double sim.
Cruz et al. [20] Static Compression Colored Fixed-size points Passive Double sim.
Zerman et al. [21] Dynamic Compression Colored Fixed-size ellipsoids Passive Double sim.
Su et al. [22] Static Down-sampling, Colored Raw points Passive Double sim.

Noise and Compression

described in [7]. The results showed that subjects rate
more severely degradations on human models. Moreover,
using this encoder, marginal gains are observed with color
improvements at low geometric resolutions, indicating that
the visual quality is rather limited at high levels of sparsity.
Finally, this is the first study conducting performance eval-
uation of projection-based metrics on point cloud models;
that is, predictors based on 2D imaging algorithms applied
on projected views of the models.
In [19], identically degraded models as in [18] were

assessed using a different rendering scheme. In particular,
the point clouds were rendered using cubes as primitive
geometric shapes of adaptive sizes based on local neigh-
borhoods. The models were assessed in an interactive ren-
derer, with the user’s behavior also recorded. The logged
interactivity information was analyzed and used to iden-
tify important perspectives of the models under assessment
based on the aggregated time of inspection across human
subjects. This information was additionally used to weight
views of the contents thatwere acquired for the computation
of objective scores. The rating trends were found to be very
similar to [18]. The performance of the projection-based
metrics was improved by removing background color infor-
mation, while further gains were reported by considering
importance weights based on interactivity data.
In [20], the results of a subjective evaluation campaign

that was issued in the framework of the JPEG Pleno [52]
activities are reported. Subjective experiments were con-
ducted in three different laboratories in order to assess the
visual quality of point cloud models under an octree- and
a projection-based encoding scheme at three quality levels.
A passive evaluation in conventional monitors was selected
anddifferent camera pathswere defined to capture themod-
els under assessment. The contentswere renderedwith fixed
point size that was adjusted per stimulus. This is reported
to be the first study aiming at defining test conditions for
both small- and large-scale point clouds. The former class
corresponds to objects that are normally consumed outer-
wise, whereas the latter represents scenes which are typi-
cally consumed inner-wise. The results indicate that regular

sparsity introduced by octree-based algorithms is preferred
by human subjects with respect to missing structures that
appeared in the encoded models due to occluded regions.
Zerman et al. [21] conducted subjective evaluations with

a volumetric video dataset that was acquired and released3,
using V-PCC. Two point cloud sequences were encoded at
four quality levels of geometry and color, leading to a total
of 32 video sequences, that were assessed in a passive way
using two subjective evaluation methodologies; that is, a
side-by-side assessment of the distorted model and a pair-
wise comparison. The point clouds were rendered using
primitive ellipsoidal elements (i.e. splats) of fixed size, deter-
mined heuristically to result in visualization of watertight
models. The results showed that the visual quality was not
significantly affected by geometric degradations, as long as
the resolution of the represented model was sufficient to be
adequately visualized. Moreover, in V-PCC, color impair-
ments were found to be more annoying than geometric
artifacts.
In [22] a large scale evaluation study of 20 small-

scale point cloud models was performed. The models were
newly generated by the authors, and degraded using down-
sampling, Gaussian noise and compression distortions from
earlier implementations of the MPEG test models. In this
experiment, each content was rendered as a raw point cloud.
A virtual camera path circularly rotating around the hor-
izontal and the vertical axis at a fixed radius was defined
in order to capture snapshots of the models from differ-
ent perspectives and generate video sequences. The dis-
tance between the camera and the models was selected so
as to avoid perception of hollow regions, while preserving
details. The generated videos were shown to human sub-
jects in a side-by-side fashion, in order to evaluate the visual
quality of the degraded stimuli. Comparison results for the
MPEG test models based on subjective scores reveal better
performance of V-PCC at low bit rates.

3https://v-sense.scss.tcd.ie/research/6dof/quality-assessment-for-fvv-
compression/
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1) Discussion
Several experimental methodologies have been designed
and tested in the subjective evaluation studies conducted so
far. It is evident that the models’ characteristics, the eval-
uation protocols, the rendering schemes, and the types of
degradation under assessment are some of themain param-
eters that vary between the efforts. In Table 1, a categoriza-
tion of existing experimental set-ups is attempted to provide
an informative outline of the current approaches.

B) Objective quality metrics
Objective quality assessment in point cloud representations
is typically performed by full reference metrics, which can
be distinguished in: (a) point-based, and (b) projection-
based approaches [18], which is very similar to the classi-
fication of perceptual metrics for mesh contents [39].

1) Point-based metrics
Current point-based approaches can assess either geometry-
or color-only distortions. In the first category, the
point-to-point metrics are based on Euclidean distances
between pairs of associated points that belong to the ref-
erence and the content under assessment. An individual
error value reflects the geometric displacement of a point
from its reference position. The point-to-plane metrics [24]
are based on the projected error across the normal vector
of an associated reference point. An error value indicates
the deviation of a point from its linearly approximated ref-
erence surface. The plane-to-plane metrics [25] are based
on the angular similarity of tangent planes corresponding
to pairs of associated points. Each individual error mea-
sures the similarity of the linear local surface approxima-
tions of the two models. In the previous cases, a pair is
defined for every point that belongs to the content under
assessment, by identifying its nearest neighbor in the refer-
ence model. Most commonly, a total distortion measure is
computed from the individual error values by applying the
Mean Square Error (MSE), the Root-Mean-Square (RMS),
or the Hausdorff distance. Moreover, for the point-to-point
and point-to-plane metrics, the geometric Peak-Signal-to-
Noise-Ratio (PSNR) [26] is defined as the ratio of the max-
imum squared distance of nearest neighbors of the original
content, potentially multiplied by a scalar, divided by the
total squared error value, in order to account for differently
scaled contents. The reader may refer to [23] for a bench-
marking study of the aforementioned approaches. In the
same category of geometry-onlymetrics falls a recent exten-
sion of the Mesh Structural Distortion Measure (MSDM),
a well-known metric introduced for mesh models [34,41],
namely PC-MSDM [27]. It is based on curvature statis-
tics computed on local neighborhoods between associated
pairs of points. The curvature at a point is computed after
applying least-squares fitting of a quadric surface among its
k nearest neighbors. Each associated pair is composed of a
point that belongs to the distorted model and its projection
on the fitted surface of the reference model. A total distor-
tion measure is obtained using the Minkowski distance on

the individual error values per local neighborhood. Finally,
point-to-mesh metrics can be used for point cloud objec-
tive quality assessment, although considered sub-optimal
due to the intermediate surface reconstruction step that
naturally affects the computation of the scores. They are
typically based on distances after projecting points of the
content under assessment on the reconstructed reference
model. However, thesemetrics will not be considered in this
study.
The state-of-the-art point-based methods that assess the

color of a distortedmodel are based on conventional formu-
las that are used in 2D content representations. In particular,
the formulas are applied on pairs of associated points that
belong to the content under assessment and the reference
model. Note that, similarly to the geometry-only metrics,
although the nearest neighbor in Euclidean space is selected
to form pairs in existing implementations of the algorithms,
the points association might be defined in a different man-
ner (e.g. closest points in another space). The total color
degradation value is based either on the color MSE, or the
PSNR, computed in either the RGB or the YCbCr color
spaces.
For both geometry and color degradations, the symmet-

ric error is typically used. For PC-MSDM, it is defined as the
average of the total error values computed after setting both
the original and the distorted contents as reference. For the
rest of themetrics, it is obtained as themaximumof the total
error values.

2) Projection-based metrics
In the projection-based approaches, first used in [53] for
point cloud imaging, the rendered models are mapped onto
planar surfaces, and conventional 2D imaging metrics are
employed [18]. In some cases, the realization of a simple
rendering technique might be part of an objective met-
ric, such as voxelization at a manually-defined voxel depth,
as described in [54] and implemented by respective soft-
ware4. In principle, though, the rendering methodology
that is adopted to consume the models should be repro-
duced, in order to accurately reflect the views observed by
the users. For this purpose, snapshots of the models are
typically acquired from the software used for consump-
tion. Independently of the rendering scheme, the number of
viewpoints and the camera parameters (e.g. position, zoom,
direction vector) can be set arbitrarily in order to capture
the models. Naturally, it is desirable to cover the maxi-
mumexternal surface, thereby incorporating asmuch visual
information as possible from the acquired views. Exclud-
ing pixels from the computations that do not belong to
the effective part of the content (i.e. background color) has
been found to improve the accuracy of the predicted qual-
ity [19].Moreover, a total score is computed as an average, or
a weighted average of the objective scores that correspond
to the views. In the latter case, importance weights based
on the time of inspection of human subjects were proved a

4https://github.com/digitalivp/ProjectedPSNR



6 evangelos alexiou et al.

viable alternative that can improve the performance of these
metrics [19].

3) Discussion
The limitation of the point-based approach is that either
geometry- or color-only artifacts can be assessed. In fact,
there is no single formula that efficiently combines indi-
vidual predictions for the two types of degradations by
weighting, for instance, corresponding quality scores. In
case the metrics are based on normal vectors or curvature
values, which are not always provided, their performance
also depends on the configuration of the algorithms that are
used to obtain them. The advantage of this category of met-
rics, though, is that computations are performed based on
explicit information that can be stored in any point cloud
format. On the other hand, the majority of the projection-
based objective quality metrics are able to capture geometry
and color artifacts as introduced by the rendering scheme
adopted in relevant applications. However, the limitation of
this type of metrics is that they are view-dependent [48];
that is, the prediction of the visual quality of the model
varies for a different set of selected views.Moreover, the per-
formance of the objective metrics may vary based on the
rendering scheme that is applied to acquire views of the
displayed model. Thus, these metrics are also rendering-
dependent.
In benchmarking studies conducted so far, it has been

shown that quality metrics based on either projected
views [18,19], or color information [20,21], provide better
predictions of perceptual quality. However, the number of
codecs under assessment was limited, thus raising questions
about the generalizability of the findings.

I I I . RENDERER AND EVALUAT ION
FRAMEWORK

An interactive renderer has been developed in a web appli-
cation on top of the Three.js library. The software sup-
ports point cloud data stored in both PLY and PCD formats,
which are displayed using square primitive elements (splats)
of either fixed or adaptive sizes. The primitives are always
perpendicular to the camera direction vector by default,
thus, the rendering scheme is independent of any informa-
tion other than the coordinates, the color, and the size of
the points. Note that the latter type of information is not
always provided by popular point cloud formats, thus, there
is a necessity for additional metadata (see below).
To develop an interactive 3D rendering platform in

Three.js, the following components are essential: a cam-
era with trackball control, a virtual scene, and a renderer
with an associated canvas. In our application, a virtual scene
is initialized and a point cloud model is added. The back-
ground color of the scene can be customized. To capture the
scene, an orthographic camera is employed, whose field of
view is defined by setting the camera frustum. The users
are able to control the camera position, zoom and direc-
tion through mouse movements, handling their viewpoint;

thus, interactivity is enabled. A WebGLRenderer object
is used to draw the current view of the model onto
the canvas. The dimensions of the canvas can be manually
specified. It is worth mentioning that the update rate of
the trackball control and the canvas is handled by the
requestAnimationFrame() method, ensuring fast
response (i.e. 60 fps) in high-end devices.
After a point cloud has been loaded into the scene, it is

centered and its shape is scaled according to the camera’s
frustum dimensions in order to be visualized in its entirety.
To enable watertight surfaces, each point is represented by a
square splat. Each splat is initially projected onto the canvas
using the same number of pixels, which can be computed
as a function of the canvas size and the geometric resolu-
tion of the model (e.g. 1024 for 10-bit voxel depth). After
the initial mapping, the size of each splat is readjusted based
on the corresponding point’s size, the camera parameters
and an optional scaling factor. In particular, in the absence
of a relative field in the PLY and PCD file formats, meta-
data written in JSON is loaded permodel, in order to obtain
the size of each point as specified by the user. Provided an
orthographic camera, the current zoomvalue is also consid-
ered; thus, the splat is increasing or decreasing depending
on whether the model is visualized from a close or a far
distance. Finally, an auxiliary scaling factor that can beman-
ually tuned per model, is universally applied. This constant
may be interpreted as a global compensating quantity to
regulate the size of the splats depending on the sparsity of a
model, for visually pleasing results.
To enable fixed splat size rendering, a single value is

stored in the metadata, which is applied on each point of
the model. In particular, this value is set as the default point
size in the class material. To enable adaptive splat size
rendering, a value per point is stored in the metadata, fol-
lowing the same order as the list of vertex entries that repre-
sent the model. For this rendering mode, a customWebGL
shader/fragment programwas developed, allowing access to
the attributes and adjustments of the size of each point indi-
vidually. In particular, a new BufferGeometry object is
initialized adding as attributes the points’ position, color,
and size; the former two can be directly retrieved from the
content. A new Points object is then instantiated using
the object’s structure, as defined in BufferGeometry,
and the object’s material, as defined using the shader
function.
Additional features of the developed software that can

be optionally enabled consist of recording user’s interac-
tivity information and allowing taking screen-shots of the
rendered models.
The main advantages of this renderer with respect to

other alternatives are: (i) open source based on a well-
established library for 3D models; the scene and viewing
conditions can be configured while also additional fea-
tures can be easily integrated, (ii) web-based, and, thus,
interoperable across devices and operating systems; after
proper adjustments, the renderer could be used even for
crowd-sourcing experiments, and (iii) offers the possibility
of adjusting the size of each point separately.
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Fig. 1. Reference point cloud models. The set of objects is presented in the first row, whilst the set of human figures is illustrated in the second row. (a) amphoriskos,
(b) biplane, (c) head, (d) romanoillamp, (e) longdress, (f) loot, (g) redandblack, (h) soldier, (i) the20smaria.

Table 2. Summary of content retrieval information, processing, and point specifications.

Content Repository Pre-processing Voxelization Voxel depth Input points Output points

Objects
amphoriskos Sketchfab � � 10-bit 147.420 814.474
biplane JPEG ✗ � 10-bit 106.199.111 1.181.016
head MPEG ✗ � 9-bit 14.025.710 938.112
romanoillamp JPEG � � 10-bit 1.286.052 636.127

Human figures
longdress MPEG ✗ ✗ 10-bit 857.966 857.966
loot MPEG ✗ ✗ 10-bit 805.285 805.285
redandblack MPEG ✗ ✗ 10-bit 757.691 757.691
soldier MPEG ✗ ✗ 10-bit 1.089.091 1.089.091
the20smaria MPEG ✗ � 10-bit 10.383.094 1.553.937

I V . TEST SPACE AND COND IT IONS

In this section, the selection and preparation of the assets
that were employed in the experiments are detailed, fol-
lowed by a brief description of the working principle of the
encoding solutions that were evaluated.

A) Content selection and preparation
A total of nine static models are used in the experi-
ments. The selected models denote a representative set
of point clouds with diverse characteristics in terms of
geometry and color details, with the majority of them
being considered in recent activities of the JPEG and
MPEG committees. The contents depict either human
figures, or objects. The former set of point clouds
consists of the longdress [55] (longdress_vox10_1300),
loot [55] (loot_vox10_1200), redandblack [55] (redand-
black_vox10_1550), soldier [55] (soldier_vox10_0690), and

the20smaria [56] (HHI_The20sMaria_Frame_00600)
models, which were obtained from the MPEG reposi-
tory5. The latter set is composed by amphoriskos, biplane
(1x1_Biplane_Combined_000), head (Head_00039), and
romanoillamp. The first model was retrieved from the
online platform Sketchfab6, the second and the last were
selected from the JPEG repository7, while head was
recruited from the MPEG database.
Such point clouds are typically acquired when objects

are scanned by sensors that provide either directly or
indirectly a cloud of points with information represent-
ing their 3D shapes. Typical use cases involve applica-
tions in desktop computers, hand-held devices, or head-
mounted displays, where the 3D models are consumed
outer-wise. Representative poses of the reference contents

5http://mpegfs.int-evry.fr/MPEG/PCC/DataSets/pointCloud/CfP/
6https://sketchfab.com/
7https://jpeg.org/plenodb/
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are shown in Fig. 1, while related information is summarized
in Table 2.
The selected codecs under assessment handle solely

point clouds with integer coordinates. Thus, models that
have not been provided as such in the selected databases
were manually voxelized after eventual pre-processing. In
particular, the contents amphoriskos and romanoillamp
were initially pre-processed. For amphoriskos, the resolu-
tion of the original version is rather low; hence, to increase
the quality of the model representation, the screened Pois-
son surface reconstruction algorithm [51] was applied and
a point cloud was generated by sampling the resulting
mesh. The CloudCompare software was used with the
default configurations of the algorithm and 1 sample per
node, while the normal vectors that were initially associated
to the coordinates of the original model were employed.
From the reconstructed mesh, a target of 1 million points
was set and obtained by randomly sampling a fixed num-
ber of samples on each triangle, resulting in an irregular
point cloud. Regarding romanoillamp, the original model is
essentially a polygonal mesh object. A point cloud version
was produced by discarding any connectivity information
and maintaining the original points’ coordinates and color
information.
In a next step, contents with non-integer coordinates are

voxelized, that is, quantization of coordinates which leads
to a regular geometry down-sampling; the color is obtained
after sampling among the points that fall in each voxel
to avoid texture smoothing, leading to more challenging
encoding conditions. For our tests design, it was consid-
ered important to eliminate influencing factors related to
the sparsity of the models that would affect the visual qual-
ity of the renderedmodels. For instance, visual impairments
naturally arise by assigning larger splats on models with
lower geometric resolutions, when visualization of water-
tight surfaces is required. At the same time, the size of
the model, directly related to the number of points, should
allow high responsiveness and fast interactivity in a render-
ing platform. To enable a comparable number of points for
high-quality referencemodels while not making their usage
cumbersome in our renderer, voxel grids of 10-bit depth are
used for the contents amphoriskos, biplane, romanoillamp,
and the20smaria, whereas a 9-bit depth grid is employed for
head. It should be noted that, although a voxelized version
of the latter model is provided in the MPEG repository, the
number of output points is too large; thus, it was decided to
use a smaller bit depth.

B) Codecs
In this work, the model degradations under study were
derived from the application of lossy compression. The
contents were encoded using the latest versions of the state-
of-the-art compression techniques for point clouds at the
time of this writing, namely version 5.1 of V-PCC [28] and
version 6.0-rc1 of G-PCC [29]. The configuration of the
encoders was set according to the guidelines detailed in the
MPEG Common Test Conditions document [57].

Fig. 2. V-PCC compression process. In (a), the original point cloud is decom-
posed into geometry video, texture video, and metadata. Both video contents
are smoothed by Padding in (b) to allow for the best HEVC [58] performance.
The compressed bitstreams (metadata, geometry video, and texture video) are
packed into a single bitstream: the compressed point cloud.

Fig. 3. Overview ofG-PCCgeometry encoder. After voxelization, the geometry
is encoded either by Octree or by TriSoupmodules, which depends on Octree.

1) Video-based point cloud compression
V-PCC, also known asTMC2 (TestModelCategory 2), takes
advantage of already deployed 2D video codecs to com-
press geometry and texture information of dynamic point
clouds (or Category 2). V-PCC’s framework depends on
a Pre-processing module which converts the point cloud
data into a set of different video sequences, as shown
in Fig. 2.
In essence, two video sequences, one for capturing the

geometry information of the point cloud data (padded
geometry video) and another for capturing the texture infor-
mation (padded texture video), are generated and com-
pressed using HEVC [58], the state-of-the-art 2D video
codec. Additional metadata (occupancy map and auxiliary
patch info) needed to interpret the two video sequences are
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Fig. 4. Overview of G-PCC color attribute encoder. In the scope of this work,
either RAHT or Lifting is used to encode contents under test.

also generated and compressed separately. The total amount
of information is conveyed to the decoder in order to allow
for the decoding of the compressed point cloud.

2) Geometry-based point cloud compression
G-PCC, also known as TMC13 (Test Model Categories 1
and 3), is a coding technology to compress Category 1
(static) andCategory 3 (dynamically acquired) point clouds.
Despite the fact that our work is focused on models that
belong by default to Category 1, the contents under test
are encoded using all the available set-up combinations to
investigate the suitability and the performance of the entire
space of the available options. Thus, configurations typically
recommended for Category 3 contents are also employed. It
is suitable, thus, to present an overview of the entire G-PCC
framework.
The basic approach consists in encoding the geometry

information at first and, then, using the decoded geome-
try to encode the associated attributes. For Category 3 point
clouds, the compressed geometry is typically represented as
an octree [59] (Octree Encoding module in Fig. 3) from the
root all the way down to a leaf level of individual voxels. For
Category 1 point clouds, the compressed geometry is typi-
cally represented by a pruned octree (i.e. an octree from the
root down to a leaf level of blocks larger than voxels) plus
a model that approximates the surface within each leaf of
the pruned octree, provided by the TriSoup Encoding mod-
ule. The approximation is built using a series of triangles
(a triangle soup [4,60]) and yields good results for a dense
surface point cloud.
In order to meet rate or distortion targets, the geome-

try encoding modules can introduce losses in the geometry
information in such a way that the list of 3D reconstructed
points, or refined vertices, may differ from the source 3D-
point list. Therefore, a re-coloring module is needed to
provide attribute information to the refined coordinates
after lossy geometry compression. This step is performed
by extracting color values from the original (uncompressed)
point cloud. In particular, G-PCC uses neighborhood infor-
mation from the original model to infer the colors for the
refined vertices. The output of the re-coloring module is
a list of attributes (colors) corresponding to the refined
vertices list. Figure 4 presents the G-PCC’s color encoder
which has as input the re-colored geometry.
There are three attribute coding methods in G-PCC:

Region Adaptive Hierarchical Transform (RAHT module
in Fig. 4) coding [61], interpolation-based hierarchical
nearest-neighbor prediction (Predicting Transform), and

interpolation-based hierarchical nearest-neighbor predic-
tionwith an update/lifting step (Liftingmodule).RAHT and
Lifting are typically used for Category 1 data, while Predict-
ing is typically used for Category 3 data. Since our work
is focused on Category 1 contents, every combination of
the two geometry encoding modules (Octree and TriSoup)
in conjunction with the two attribute coding techniques
(RAHT and Lifting) is employed.

V . EXPER IMENT 1 : SUBJECT IVE
AND OBJECT IVE BENCHMARK ING
OF MPEG TEST COND IT IONS

In the first experiment, the objective was to assess the
emerging MPEG compression approaches for Category 1
contents, namely, V-PCC, and G-PCC with geometry
encodingmodulesOctree and TriSoup combined with color
encoding modules RAHT and Lifting, for a total of five
encoding solutions. The codecs were assessed under test
conditions and encoding configurations defined by the
MPEG committee, in order to ensure fair evaluation and
to have a preliminary understanding of the level of per-
ceived distortion with respect to the achieved bit rate. In
this section, the experiment design is described in details;
the possibility of pooling results obtained in two differ-
ent laboratory settings is discussed and analyzed, and the
results of the subjective quality evaluation are presented.
Furthermore, a benchmarking of the most popular objec-
tivemetrics is demonstrated, followed by a discussion of the
limitations of the test.

A) Experiment design
For this experiment, every model presented in Session
IV.A is encoded using six degradation levels for the
four combinations of the G-PCC encoders (from most
degraded to least degraded: R1, R2, R3, R4, R5, R6).
Moreover, five degradation levels for the V-PCC codec
(from most degraded to least degraded: R1, R2, R3, R4,
R5) were obtained, following the Common Test Condi-
tions document released by the MPEG committee [57].
Using the V-PCC codec, the degradation levels were
achieved by modifying the geometry and texture Quan-
tization Parameter (QP). For both the G-PCC geom-
etry encoders, the positionQuantizationScale
parameter was configured to specify the maximum voxel
depth of a compressed point cloud. To define the size of
the block on which the triangular soup approximation is
applied, thelog2_trisoup_node_sizewas addition-
ally adjusted. From now on, the first and the second param-
eters will be referred to as depth and level, respectively, in
accordance with [4]. It is worth clarifying that, setting the
level parameter to 0 reduces the TriSoup module to the
Octree. For both the G-PCC color encoders, the color QP
was adjusted per degradation level, accordingly. Finally, the
parameters levelOfDetailCount and dist2 were
set to 12 and 3, respectively, for every content, when using
the Lifting module.
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Fig. 5. Illustration of artifacts occurred after encoding the content amphoriskos with the codecs under evaluation. To obtain comparable visual quality, different
degradation levels are selected for V-PCC and G-PCC variants. (a) Reference. (b) V-PCC, Degradation level = R1. (c) Octree-Lifting, Degradation level = R3. (d)
Octree-RAHT, Degradation level= R3. (e) TriSoup-Lifting, Degradation level= R3. (f) TriSoup-RAHT, Degradation level= R3.

The subjective evaluation experiments took place in
two laboratories across two different countries, namely,
MMSPG at EPFL in Lausanne, Switzerland and LISA at
UNB in Brasilia, Brazil. In both cases, a desktop set-up
involving anAppleCinemaDisplay of 27-inches and 2560×
1440 resolution (Model A1316) calibrated with the ITU-R
Recommendation BT.709-5 [62] color profile was installed.
At EPFL, the experiments were conducted in a room that
fulfills the ITU-R Recommendation BT.500-13 [63] for sub-
jective evaluation of visual data representations. The room
is equipped with neon lamps of 6500 K color tempera-
ture, while the color of the walls and the curtains is mid
gray. The brightness of the screen was set to 120 cd/m2

with a D65 white point profile, while the lighting con-
ditions were adjusted for ambient light of 15 lux, as was
measured next to the screen, according to the ITU-R Rec-
ommendation BT.2022 [64]. At UNB, the test room was
isolated, with no exterior light affecting the assessment.
The wall color was white, and the lighting conditions
involved a single ceiling luminary with aluminum lou-
vers containing two fluorescent lamps of 4000 K color
temperature.
The stimuli were displayed using the renderer presented

and described in Section III. The resolution of the canvas

was specified to 1024 × 1024 pixels, and a non-distracting
mid-gray color was set as the background. The camera
zoomparameter was limited in a reasonable range, allowing
visualization of a model in a scale from 0.2 up to 5 times the
initial size. Note that the initial view allows capturing of the
highest dimension of the content in its entirety. This range
was specified in order to avoid distortions from corner cases
of close and remote viewpoints.
When it comes to splat-based rendering of point cloud

data, there is an obvious trade-off between sharpness and
impression of watertight models; that is, as the splat size is
increasing, the perception of missing regions in the model
becomes less likely, at the expense of blurriness. Given
that, in principle, the density of points varies across a
model, adjusting the splat size based on local resolutions
can improve the visual quality. Thus, in this study, an adap-
tive point size approach was selected to render the models,
similarly to [11,19]. The splat size for every point p is set
equal to the mean distance x of its 12 nearest neighbors,
multiplied by a scaling factor that is determined per content.
Following [19], to avoid the magnification of sparse regions,
or isolated points that deviate from surfaces (e.g. acquisi-
tion errors), we assume that x is a randomvariable following
a Gaussian distribution N(μx, σx), and every point p with
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Fig. 6. Illustration of the evaluation platform. Both reference and distorted models are presented side-by-side while being clearly remarked. Users’ judgments can
be submitted through the rating panel. The green bar at the bottom indicates the progress in the current batch.

mean outside of a specified range, is classified as an out-
lier. In our case, this range is defined by the global mean
μ = μ̄x and standard deviation σ = σ̄x. For every point p,
if x ≥ μ + 3 · σ , or x ≤ μ − 3 · σ , then p is considered as
an outlier and x is set equally to the global mean μ, multi-
plied by the scaling factor. The scaling factor was selected
after expert viewing, ensuring a good compromise between
sharpness and perception of watertight surfaces for each
reference content. In particular, a value of 1.45 was cho-
sen for amphoriskos, 1.1 for biplane, 1.3 for romanoillamp,
and 1.05 for the rest of the contents. Notice that the same
scaling factor is applied for each variation of the content. In
Fig. 5, the reference model amphoriskos along with encoded
versions at a comparable visual quality are displayed using
the developed renderer, to indicatively illustrate the nature
of impairments that are introduced by every codec under
assessment.
In this experiment, the simultaneous Double-Stimulus

Impairment Scale (DSIS) with 5-grading scale was adopted
(5: Imperceptible, 4: Perceptible, 3: Slightly annoying,
2: Annoying, 1: Very annoying). The reference and the dis-
torted stimuli were clearly annotated and visualized side-
by-side by the subjects. A division element with radio but-
tons was placed below the rendering canvases, enlisting the
definitions of the selected grading scale among which the
subjects had to choose. For the assessment of the visual
quality of the models, an interactive evaluation protocol
was adopted to simulate realistic consumption, allowing
the participants to modify their viewpoint (i.e. rotation,
translation, and zoom) at their preference. Notice that the
interaction commands given by a subject were simultane-
ously applied on both stimuli (i.e. reference and distorted);
thus, the same camera settings were always used in both
models. A training session preceded the test, where the sub-
jects got familiarized with the task, the evaluation protocol,
and the grading scale by showing references of represen-
tative distortions using the redandblack content; thus, this

model was excluded from the actual test. Identical instruc-
tions were given in both laboratories. At the beginning of
each evaluation, a randomly selected view was presented to
each subject at a fixed distance, ensuring entire model visu-
alization. Following the ITU-R Recommendation BT.500-
13 [63], the order of the stimuli was randomized and the
same content was never displayed consecutively through-
out the test, in order to avoid temporal references. In Fig. 6,
an example of the evaluation platform is presented.
In each session, eight contents and 29 degradations were

assessed with a hidden reference and a dummy content
for sanity check, leading to a total of 244 stimuli. Each
session was equally divided in four batches. Each partic-
ipant was asked to complete two batches of 61 contents,
with a 10-min enforced break in between to avoid fatigue.
A total of 40 subjects participated in the experiments at
EPFL, involving 16 females and 24 males with an average of
23.4 years of age. Another 40 subjects were recruited at
UNB, comprising of 14 females and 26 males, with an aver-
age of 24.3 years of age. Thus, 20 ratings per stimulus were
obtained in each laboratory, for a total of 40 scores.

B) Data processing
1) Subjective quality evaluation
As a first step, the outlier detection algorithm described
in the ITU-R Recommendation BT.500-13 [63] was issued
separately for each laboratory, in order to exclude sub-
jects whose ratings deviated drastically from the rest of
the scores. As a result, no outliers were identified, thus,
leading to 20 ratings per stimulus at each lab. Then,
the Mean Opinion Score (MOS) was computed based on
equation (1)

MOSkj =
∑N

i=1mij

N
(1)
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where N=20 represents the number of ratings at each lab-
oratory k, with k ∈ {A,B}), while mij is the score of the
stimulus j from a subject i. Moreover, for every stimulus,
the 95 confidence interval (CI) of the estimated mean
was computed assuming a Student’s t-distribution, based on
equation (2)

CIkj = t(1− α/2,N − 1) · σj√
N

(2)

where t(1− α/2,N − 1) is the t-value corresponding to
a two-tailed Student’s t-distribution with N−1 degrees of
freedom and a significance level α = 0.05, and σj is the
standard deviation of the scores for stimulus j.

2) Inter-laboratory correlation
Based on the Recommendation ITU-T P.1401 [65], no fit-
ting, linear, and cubic fitting functions were applied to the
MOS values obtained from the two sets collected from
the participating laboratories. For this purpose, when the
scores from set A are considered as the ground truth, the
regression model is applied to the scores of set B before
computing the performance indexes. In particular, let us
assume the scores from set A as the ground truth, with the
MOS of the stimulus i being denoted as MOSAi . MOSBi is
used to indicate the MOS of the same stimulus as com-
puted from set B. A predictedMOS for stimulus i, indicated
as P(MOSBi ), is estimated after issuing a regression model
to each pair [MOSAj ,MOSBj ], ∀ j ∈ {1, 2, . . . ,N}. Then, the
Pearson linear correlation coefficient (PLCC), the Spear-
man rank order correlation coefficient (SROCC), the root-
mean-square error (RMSE), and the outlier ratio based on
standard error (OR) were computed between MOSAi and
P(MOSBi ), for linearity, monotonicity, accuracy, and con-
sistency of the results, respectively. To calculate the OR, an
outlier is defined based on the standard error.
To decide whether statistically distinguishable scores are

obtained for the stimuli under assessment from the two test
populations, the correct estimation (CE), under-estimation
(UE), and over-estimation (OE) percentages are calculated,
after a multiple comparison test at a 5 significance level.
Let us assume that the scores in set A are the ground
truth. For every stimulus, the true difference MOSBi –MOSAi
between the average ratings from every set is estimated
with a 95 CI. If the CI contains 0, correct estimation
is observed, indicating that the visual quality of stimulus
i is rated statistically equivalently from both populations.
If 0 is above, or below the CI, we conclude that the scores
in set B under-estimate, or over-estimate the visual qual-
ity of model i, respectively. The same computations are
repeated for every stimulus. After dividing the aggregated
results with the total number of stimuli, the correct esti-
mation, under-estimation, and over-estimation percentages
are obtained.
Finally, to better understand whether the results from

the two tests conducted in EPFL and UNB could be pooled
together, the Standard deviation of Opinion Score (SOS)
coefficient was computed for both tests [66]. The SOS coef-
ficient a parametrizes the relationship between MOS and

the standard deviation associated with it through a square
function, given in equation (3).

SOS(x)2 = a · (−x2 + 6x − 5) (3)

Close values of a denote similarity among the distribution
of the scores, and can be used to determine whether pooling
is advisable.

3) Objective quality evaluation
The visual quality of every stimulus is additionally eval-
uated using state-of-the-art objective quality metrics. For
the computation of the point-to-point (p2point) and point-
to-plane (p2plane) metrics, the software version 0.13.4 that
is presented in [67] is employed. The MSE and the Haus-
dorff distance are used to produce a single degradation
value from the individual pairs of points. The geometric
PSNR is also computed using the default factor of 3 in the
numerator of the ratio, as implemented in the software. For
the plane-to-plane (pl2plane) metric, the version 1.0 of the
software released in [15] is employed. The RMS and MSE
are used to compute a total angular similarity value. For
the point-based metrics that assess color-only information,
the original RGB values are converted to the YCbCr color
space following the ITU-RRecommendationBT.709-6 [68].
The luma and the color channels are weighted based on
equation (4), following [69], before computing the color
PSNR scores. Note that the same formulation is used to
compute the color MSE scores.

PSNRYCbCr = (6 · PSNRY + PSNRCb + PSNRCr) /8 (4)

For each aforementioned metric, the symmetric error is
used. When available, normal vectors that are associated
with a content were employed to compute metrics that
require such information; that is, the models that belong to
the MPEG repository excluding head, which was voxelized
for our needs as indicated in Table 2. For the rest of the
contents, normal estimation based on a plane-fitting regres-
sion algorithm was used [70] with 12 nearest neighbors, as
implemented in Point Cloud Library (PCL) [71].
For the projection-based approaches, captured views of

the 3D models are generated using the proposed rendering
technology on bitmaps of 1024× 1024 resolution. Note that
the same canvas resolution was used to display the models
during the subjective evaluations. The stimuli are captured
from uniformly distributed positions that are lying on the
surface of a surrounding view sphere. A small number of
viewpoints might lead to omitting informative views of the
model with high importance [19]. Thus, besides the default
selection of K = 6 [18], it was decided to form a second set
of a higher number of views (K = 42) in order to elimi-
nate the impact of different orientations that exhibit across
the models and capture sufficient perspectives. The K = 6
points were defined by the positions of vertices of a sur-
rounding octahedron, and the K = 42 points were defined
by the coordinates of vertices after subdivision of a regular
icosahedron, as proposed in [48]. In both cases, the points
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Fig. 7. Scatter plots indicating correlation between subjective scores from the participating laboratories. (a) EPFL scores as ground truth. (b) UNB scores as ground
truth.

Table 3. Performance indexes depicting the correlation between subjective scores from the participating laboratories.

EPFL scores as ground truth

PLCC SROCC RMSE OR CE UE OE

No fitting 0.984 0.986 0.297 0.254 100 0 0
Linear fitting 0.984 0.986 0.250 0.396 100 0 0
Cubic fitting 0.988 0.986 0.221 0.300 100 0 0

UNB scores as ground truth

PLCC SROCC RMSE OR CE UE OE

No fitting 0.984 0.986 0.297 0.171 100 0 0
Linear fitting 0.984 0.986 0.250 0.371 100 0 0
Cubic fitting 0.989 0.986 0.211 0.283 100 0 0

are lying on a view sphere of radius equal to the camera dis-
tance used to display the initial view to the subjects, with
the default camera zoom value. Finally, the camera direc-
tion vector points towards the origin of the model, in the
middle of the scene.
The projection-based objective scores are computed on

images obtained from a reference and a corresponding dis-
torted stimulus, acquired from the same camera position.
The parts of the images that correspond to the background
of the scene can be optionally excluded from the calcula-
tions. In this study, four different approaches were tested for
the definition of the sets of pixels over which the 2Dmetrics
are computed: (a) thewhole captured imagewithout remov-
ing any background information; a mid-gray color was set
and used during subjective inspection, (b) the foreground
of the projected reference, (c) the union, and (d) the inter-
section of the foregrounds of the projected reference and
distorted models.
The PSNR, SSIM, MS-SSIM [72], and VIFp [73] (i.e. in

pixel domain) algorithms are applied on the captured
views, as implemented by open-source MATLAB scripts8,
which were modified accordingly for background infor-
mation removal. Finally, a set of pooling algorithms

8http://live.ece.utexas.edu/research/Quality/index_algorithms.htm

(i.e. lp-norm, with p ∈ {1, 2,∞}) was tested on the individ-
ual scores per view, to obtain a global distortion value.

4) Benchmarking of objective quality metrics
To evaluate how well an objective metric is able to predict
the perceived quality of a model, subjective MOS are com-
monly set as the ground truth and compared to predicted
MOS values that correspond to objective scores obtained
from this particular metric. Let us assume that the execu-
tion of an objective metric results in a Point cloud Quality
Rating (PQR). In this study, a predicted MOS, denoted as
P(MOS), was estimated after regression analysis on each
[PQR, MOS] pair. Based on the Recommendation ITU-T
J.149 [74], a set of fitting functions was applied, namely, lin-
ear,monotonic polynomial of third order, and logistic, given
by equations (5), (6), and (7), respectively.

P(x) = a · x + b (5)

P(x) = a · x3 + b · x2 + c · x + d (6)

P(x) = a + b
1+ exp−c·(x−d) (7)

where a, b, c, and d were determined using a least squares
method, separately for each regression model. Then, fol-
lowing the Recommendation ITU-T P.1401 [65], the PLCC,
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Fig. 8. MOS versus SOS fitting for scores obtained in EPFL and UNB, with
relative SOS coefficient a. The shaded plot indicates the 95 confidence bounds
for both fittings.

the SROCC, the RMSE, and OR indexes were computed
between MOS and P(MOS), to assess the performance of
each objective quality metric.

C) Results
1) Inter-laboratory analysis
In Fig. 7, scatter plots indicating the relationship between
the ratings of each stimulus from both laboratories are
presented. The horizontal and vertical bars associated with
every point depict theCIs of the scores that were collected in
the university indicated by the corresponding label. In Table
3, the performance indexes from the correlation analysis
that was conducted using the scores from both laboratories
as ground truth are reported. As can be observed, the sub-
jective scores are highly-correlated. The CIs obtained from

the UNB scores are on average 8.25 smaller with respect to
theCIs fromEPFL ratings, indicating lower score deviations
in the former university. Although the linear fitting func-
tion achieves an angle of 44.62◦, with an intercept of −0.12
(using EPFL scores as ground truth), it is evident from
the plots that for mid-range visual quality models, higher
scores are observed in UNB. Thus, naturally, the usage of
a cubic monotonic fitting function can capture this trend
and leads to further improvements, especially when consid-
ering the RMSE index. The 100 correct estimation index
signifies no statistical differences when comparing pairs of
MOS from the two labs individually; however, the high CIs
associated with each data point assist on obtaining such a
result.
In Fig. 8 the SOS fitting for scores obtained at EPFL and

UNB is illustrated, with respective 95 confidence bounds.
As shown in the plot, the values of a are very similar and lie
within the confidence bound of the other, with an MSE of
0.0360 and0.0355, respectively.When combining the results
of both tests, we obtain a = 0.2755 with an MSE of 0.0317.
The high performance indexes values and the simi-

lar a coefficients suggest that the results from the two
experiments are statistically equivalent and the scores can
be safely pooled together. Thus, for the next steps of our
analysis, the two sets are merged and the MOS as well as
the CIs are computed on the combined set, assuming that
each individual rating is coming from the same population.

2) Subjective quality evaluation
In Fig. 9, the MOS along with associated CIs are presented
against bit rates achieved by each codec, per content. The
bit rates are computed as the total number of bits of an
encoded stimulus divided by the number of input points
of its reference version. Our results show that for low bit

Fig. 9. MOS against degradation levels defined for each codec, grouped per content under evaluation. In the first row, the results for point clouds representing
objects are provided, whereas in the second row, curves for the human figure contents are illustrated. (a) amphoriskos, (b) biplane, (c) head, (d) romanoillamp, (e)
loot, (f) longdress, (g) soldier, (h) the20smaria.
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Fig. 10. Soldier encoded with V-PCC. Although the R4 degraded version is
blurrier with respect to R5,missing points in the lattermodel were rated asmore
annoying (examples are highlighted in the figures). (a) Degradation level= R4.
(b) Degradation level= R5.

Fig. 11. Biplane encoded with V-PCC. The color smoothing resulting from the
low-pass filtering in texture leads to less annoying artifacts for R2 with respect
to R3. (a) Degradation level= R2. (b) Degradation level= R3.

rates, V-PCC outperforms the variants of G-PCC, which
is in accordance with the findings of [22], especially in
the case of the cleaner set of point clouds that represents
human figures. This trend is observed mainly due to the
texture smoothing done through low-pass filtering, which
leads to less annoying visual distortions with respect to the
aggressive blockiness and blurriness that are introduced by
the G-PCC color encoders at low bit rates. Another criti-
cal advantage is the ability of V-PCC to maintain, or even
increase the number of output points while the quality is
decreasing. In the case of more complex and rather noisy
contents, such as biplane and head, no significant gains are
observed. This is due to the high bit rate demands to capture
the complex geometry of these models, and the less precise
shape approximations by the set of planar patches that are
employed.
Although highly efficient at low bit rates, V-PCC does

not achieve transparent, or close to transparent quality, at
least for the tested degradation levels. In fact, a saturation,
or even a drop in the ratings is noted for the human figures
when reaching the lowest degradation. This is explained
by the fact that subjects were able to perceive holes across
the models, which comes as a result of point reduction.
The latter is a side effect of the planar patch approxima-
tion that does not improve the geometrical accuracy. An
exemplar case can be observed in Fig. 10 for the soldier
model. Another noteworthy behavior is the drop of the
visual quality for biplane, between the second and the third

degradation level. This is observed because, while the geo-
metric representation of both stimuli is equally coarse, in
the first case the more drastic texture smoothing essen-
tially reduces the amount of noise, leading to more visually
pleasing results, as shown in Fig. 11.
Regarding the variants of the G-PCC geometry encoding

modules, no decisions can bemade on the efficiency of each
approach, considering that different bit rates are in principle
achieved. By fixing the bit rate and assuming that interpo-
lated points provide a good approximation of the perceived
quality, it seems that the performance of Octree is equiva-
lent or better than the TriSoup, for the same color encoder.
The Octree encoding module leads to sparser content rep-
resentations with regular displacement, while the number
of output points is increasing as the depth of the octree
increases. The TriSoup geometry encoder leads to coarser
triangular surface approximations, as the level is decreasing,
without critically affecting the number of points. Missing
regions in the form of triangles are typically introduced at
higher degradation levels. Based on our results, despite the
high number of output points when using theTriSoupmod-
ule, it seems that the presence of holes is rated, at best,
as equally annoying. Thus, this type of degradation does
not bring any clear advantages over sparser, but regularly
sampled content approximations resulting from the Octree.
Regarding the efficiency of the color encoding approaches

supported by G-PCC, the Lifting color encoding module
is found to be marginally better than the RAHT module.
The latter encoder is based on 3D Haar transform and
introduces artifacts in the form of blockiness, due to the
quantization of the DC color component of voxels at lower
levels which is used to predict the color of voxels at higher
levels. The former encoder is based on the prediction of
a voxel’s color value based on neighborhood information,
resulting in visual impairments in the form of blurriness.
Supported by the fact that close bit rate values were achieved
by the twomodules, a one-tailedWelch’s t-test is performed
at 5 significance value to gauge howmany times one color
encoding module is found to be statistically better than the
other, forOctree and TriSoup geometry encoders separately.
Results are summarized in Table 4, and show a slight pref-
erence for the Lifting module with respect to the RAHT
module. In fact, in theOctree case, theLiftingmodel is either
considered equivalent or better than the RAHT counter-
part, the opposite being true only for the lowest degradation
values R5 and R6 for one out of eight contents. In the
TriSoup case, the number of contents for which the Lifting
module is considered better than RAHT either surpasses or
matches the number of contents for which the opposite is
true. Thus, we can generalize that a slight preference for the
Lifting encoding scheme can be observedwith respect to the
RAHT counterpart.

3) Objective quality evaluation
In Table 5 the performance indexes of our benchmark-
ing analysis are reported, for each tested regression model.
Note that values close to 0 indicate no-linear for PLCC and
no-monotonic relationship for SROCC, while values close
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Table 4. Results of the Welch’s t-test performed on the scores associated with color encoding module Lifting and RAHT, for geometry encoder Octree
and TriSoup and for every degradation level. The number indicates the ratio of contents for which the color encoding module of each row is significantly

better than the module of each column.

R1 R2 R3 R4 R5 R6

Lifting RAHT Lifting RAHT Lifting RAHT Lifting RAHT Lifting RAHT Lifting RAHT

Octree
Lifting – 0 – 0.25 – 0.5 – 0.375 – 0.125 – 0.375
RAHT 0 – 0 – 0 – 0 – 0.125 – 0.125 –

TriSoup
Lifting – 0.25 – 0.875 – 0.625 – 0.25 – 0.125 – 0.5
RAHT 0 – 0 – 0.125 – 0.25 – 0.125 – 0 –

Table 5. Performance indexes computed on the entire dataset. The best index across a metric is indicated with bold text, for each regression model.

Linear Cubic Logistic

PLCC SROCC RMSE OR PLCC SROCC RMSE OR PLCC SROCC RMSE OR

p2pointMSE 0.484 0.868 1.193 0.858 0.691 0.868 0.985 0.841 0.845 0.868 0.728 0.841
p2planeMSE 0.448 0.884 1.219 0.862 0.663 0.884 1.021 0.841 0.858 0.884 0.700 0.832
PSNR - p2pointMSE 0.679 0.759 0.935 0.833 0.723 0.759 0.880 0.801 0.720 0.759 0.885 0.819
PSNR - p2planeMSE 0.711 0.807 0.896 0.833 0.757 0.807 0.833 0.833 0.756 0.807 0.834 0.852
p2pointHausdorff 0.004 −0.370 1.363 0.905 0.056 −0.359 1.361 0.901 0.004 −0.370 1.363 0.905
p2planeHausdorff 0.207 0.505 1.334 0.875 0.279 0.505 1.309 0.884 0.672 0.520 1.009 0.866
PSNR - p2pointHausdorff 0.236 0.225 1.239 0.884 0.476 0.225 1.121 0.907 0.559 0.225 1.056 0.866
PSNR - p2planeHausdorff 0.405 0.382 1.165 0.866 0.511 0.382 1.095 0.931 0.511 0.382 1.095 0.921
MSEYCbCr 0.410 0.663 1.244 0.884 0.528 0.663 1.158 0.888 0.653 0.663 1.033 0.849
PSNRYCbCr 0.646 0.660 1.040 0.879 0.654 0.660 1.032 0.866 0.653 0.660 1.033 0.849
pl2planeRMS 0.475 0.477 1.199 0.884 0.583 0.477 1.107 0.858 0.624 0.477 1.066 0.841
pl2planeMSE 0.495 0.477 1.185 0.875 0.580 0.477 1.111 0.858 0.624 0.477 1.066 0.841
PSNR 0.597 0.628 1.093 0.871 0.611 0.628 1.079 0.858 0.667 0.628 1.015 0.802
SSIM 0.609 0.633 1.081 0.879 0.636 0.633 1.052 0.862 0.613 0.633 1.078 0.871
MS-SSIM 0.623 0.752 1.067 0.862 0.701 0.752 0.972 0.879 0.694 0.752 0.982 0.888
VIFp 0.697 0.742 0.978 0.853 0.716 0.742 0.951 0.823 0.698 0.742 0.977 0.858

to 1 or −1 indicate high positive or negative correlation,
respectively. For the point-based approaches, the symmetric
error is used. For the projection-basedmetrics, benchmark-
ing results using the set ofK = 42 views are presented, since
the performance was found to be better with respect to the
set of K = 6. Regarding the region over which the met-
rics are computed, the union of the projected foregrounds is
adopted, since this approach was found to outperform the
alternatives. It is noteworthy that clear performance drops
are observed when using the entire image, especially for
the metrics PSNR, SSIM, and MS-SSIM, suggesting that
involving background pixels in the computations is not rec-
ommended. Regarding the pooling algorithms that were
examined, minor differences were identified with slight
improvements when using l1-norm. In the end, a simple
average was used across the individual views to obtain a
global distortion score.
According to the indexes of Table 5, the best-performing

objective quality metric is found to be the point-to-plane
usingMSE, after applying a logistic regressionmodel. How-
ever, despite the high values observed for linearity and
monotonicity indexes, the low performance of accuracy and
consistency indexes confirms that the predictions do not
accurately reflect the human opinions. It is also worth not-
ing that this metric is rather sensitive to the selection of

the fitting function. To obtain an intuition about the per-
formance, a scatter plot showing of the MOS against the
corresponding objective scores is illustrated in Fig. 12(a),
along with every fitting function. In Fig. 12(b), a closer
view in the region of high-quality data-points is provided,
confirming that no accurate predictions are obtained; for
instance, in the corner case of romanoillamp, an objective
score of 0.368 could correspond to subjective scores ranging
from 1.225 up to 4.5 in a 5-grading scale.
Figure 13 illustrates the performance of the point-to-

plane metric using MSE with PSNR, and the projection-
based VIFp, which attain the best performance in the
majority of the tested regression models. The limitation of
the former metric in capturing color degradations is evi-
dent, as contents encoded with the same geometry level, but
different color quality levels, are being mapped to the same
objective score, whereas they are rated differently in the sub-
jective experiment. For the latter metric, although high cor-
relation between subjective and objective scores is observed
per model, its generalization capabilities are limited. In
particular, it is obvious that different objective scores are
obtained for different models whose visual quality is rated
as equal by subjects. The main reason behind this limita-
tion is due to the different levels and types of noisewhich are
present in the reference point cloud representations. Typical
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Fig. 12. Scatter plots of subjective against objective quality scores for the best-performing objective metric, among all regression models. (a) Performance across
the entire range of objective scores. (b) Performance in a region of lower degradation levels.

Fig. 13. Scatter plots of subjective against objective quality scores for the best-performing objective metric, for the majority of regression models. (a) Performance
of the best point-based quality metric. (b) Performance of the best projection-based quality metric.

acquisition artifacts lead to the presence of noisy geomet-
ric structures, missing regions, or color noise and, thus, in
models of varying reference quality. Hence, compression
artifacts have a different impact in each content, whereas
typical projection-based metrics, although full-reference,
are optimized for natural images and cannot capture well
such distortions. The diversity of color and geometry char-
acteristics of the selected dataset might explain why results
are so varied.
Objective scores from VIFp are markedly increased for

models subject to color-only distortions that are obtained
with TriSoup geometry codec for degradation level R6
(points on the top-right corner of the Fig. 13(b)). Notice
that high scores were similarly given by subjects to contents
under geometric losses; however, their visual quality was
underrated by themetric. Specifically, in this example, it can
be observed that high-quality models with MOS between

4.5 and 5, are mapped to a large span of VIFp values ranging
from 0.17 to 0.833. This is an indication of the sensitivity of
the projection-based metrics to rendering artifacts due to
geometric alterations. This can be explained by the fact that
different splat sizes are used depending on the geometric
resolution of the model; thus, computations in a pixel-by-
pixel basis (or small pixel neighborhoods) will naturally be
affected by it, even when the impact on visual perception is
minor.
Our benchmarking results indicate the need for more

sophisticated solutions to ensure high performance in a
diverse set of compression impairments and point cloud
datasets. It should be noted that, although in previous
studies [18,19] the projection-based metrics were found to
excel with much better performance indexes, the correla-
tion analysis was conducted per type of model; that is, after
dividing the dataset to point clouds that represent objects
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and human figures. By following the same methodology,
it is evident that the performance of every metric remark-
ably improves. Indicatively, benchmarking results of VIFp
on the objects dataset leads to PLCC and SROCC of 0.810
and 0.832, respectively, while on the human figures dataset,
the PLCC is 0.897 and the SROCC is 0.923 using the logis-
tic regression model, which was found to be the best for
this metric. Moreover, in previous efforts [18,19], although
a wide range of content variations was derived by combin-
ing different levels of geometry and color degradation levels,
the artifacts were still introduced by a single codec. In this
study, compression artifacts from five different encoding
solutions are evaluated within the same experiment, which
is obviously a more challenging set-up.

4) Limitations
The experiment described in this section provides a subjec-
tive and objective evaluation of visual quality for point cloud
contents under compression artifacts generated by the lat-
est MPEG efforts on the matter. However, this study is not
without its limitations.
To ensure a fair comparison, the MPEG Common Test

Conditions were adopted in selecting the encoding parame-
ters. However, the configurations stated in the document do
not cover the range of possible distortions associated with
point cloud compression. The fact that V-PCC fails to reach
transparent quality is an illustration.
Moreover, for a given target bit rate, different combina-

tions of geometry and color parameters could be tested,
resulting in very different artifacts. The encoding config-
urations defined in the MPEG Common Test Conditions
focus on degrading both geometry and color simultane-
ously. Although the obtained settings are suitable for com-
parison purposes of updated versions of the encoders, there
is no other obvious reason why this should be enforced.
Thus, it would be beneficial to test whether a different rate
allocation could lead to better visual quality. In addition,
reducing the quality of both color and geometry simultane-
ously does not allow to test the performance of the objective
metrics on critical issues. For instance, it would be interest-
ing to see how point-basedmetrics behave when the quality
of the texture is degradedmore, or less than the correspond-
ing geometry; since in the applied configurations both are
manipulated at the same time and with a uniform step, it is
hard to gauge whether they are effective in capturing such
distortions.
Furthermore, the selection of the encoding parameters

leads to large variations in file size, and consequently on
achieved bit rates. This makes comparing different encod-
ing solutions particularly challenging, as they are not stud-
ied at the same conditions, while interpolated curves do
not necessarily provide good approximations of the actual
behaviour of the codecs.
Finally, the choice of parameters results in some

configurations not being evaluated. For example, the best
configurations for TriSoup (R6) corresponds to the Octree
encoding module; conversely, the approximation level 1 is
never tested. Several intermediate solutions, arising from

a more varied approach in selecting both depth and level
parameters, are not tested.

V I . EXPER IMENT 2 : RATE
ALLOCAT ION OF T R I S OU P
GEOMETRY ENCOD ING MODULE

Results from the first experiment showed that, while clear
gains in compression efficiency could be seen when adopt-
ing V-PCC for point cloud encoding, drawing conclusions
about the differences between Octree and TriSoup encod-
ing in G-PCC is more challenging. In order to gain more
insights on the impact of geometry encoding, a second
experiment was conducted to determine whether particu-
lar types of geometry artifacts are preferred against others.
For the comparison between the two geometry encoders, a
pair comparison methodology with ternary voting system
was selected due to its high discriminatory power.

A) Experiment design
Five contents were selected out of the eight tested in the first
experiment, to reduce the length and cost of the subjective
assessment, while maintaining a wide range of variety. In
particular, two models representing objects (amphoriskos
and biplane) and three models representing human figures
(longdress, loot, and the20smaria) were chosen for the test.
For each content, two target bit rates were selected after
expert viewing, to model high and low levels of quality
degradations. At every bit rate point, four geometry config-
urations of the G-PCC codec were evaluated. In particular,
the highest depth value d that matched the targeted bit
rate without employing surface approximation was selected
(TriSoup level value l set to 0). This would represent the pure
Octree encoding module, labeled with G0. Subsequently,
combinations of d and l were selected such that the final
encoded point cloud would meet the bit rate requirements,
for l = {1, 2, 3}. For l = 1 (configuration G1), that meant
decreasing the value of d with respect to configuration G0,
as theTriSoup configuration is expected to generate a higher
number of points for level 1 with respect to the Octree .
This is due to the fact that TriSoup creates a surface approx-
imation of the occupied blocks, constrained to intersect
each edge of the block at most once. For l = 1 (which sig-
nifies a block size of 2× 2× 2 voxels), this results in an
increase in the amount of points for the decoded point
cloud. For l = 2, 3, the number of points is decreasing by
the progressively larger block sizes; thus, increasing val-
ues of d were chosen to match the bit rate (configurations
G2 and G3). This procedure was followed for both high and
low target bit rates, leading to 8 configurations per content,
for a total of 40 stimuli. For all configurations, the Lifting
color module was used, as a slightly better performance was
shown in the previous test with respect to RAHT. The color
QP was always set to 4 to ensure no color degradations,
which could have an effect on the rating. A summary of the
encoding parameters and achieved bit rate for each content
can be found in Table 6.
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Table 6. Selected encoding parameters of G-PCC for experiment 2, for high and low target bit rates. The depth parameter indicates the resolution of
the Octree structure, whereas the level parameter indicates the TriSoup approximation.

amphoriskos biplane longdress loot the20smaria

depth level bpp depth level bpp depth level bpp depth level bpp depth level bpp

High bit rate
G0 512 0 2.01 544 0 1.88 768 0 2.94 576 0 0.82 608 0 1.27
G1 416 1 2.05 480 1 1.82 608 1 2.9 448 1 0.88 512 1 1.27
G2 576 2 1.96 608 2 1.84 864 2 2.94 672 2 0.83 736 2 1.26
G3 736 3 1.97 736 3 1.88 992 3 2.87 928 3 0.85 928 3 1.28

Low bit rate
G0 192 0 0.45 288 0 0.49 384 0 1.00 320 0 0.32 256 0 0.26
G1 160 1 0.47 256 1 0.51 320 1 0.99 256 1 0.33 224 1 0.28
G2 224 2 0.48 320 2 0.48 416 2 0.92 384 2 0.32 320 2 0.28
G3 256 3 0.45 416 3 0.5 480 3 1.00 480 3 0.34 384 3 0.26

Fig. 14. Preference and tie probabilities for each pair of configurations under test in experiment 2, for the high bit rate case. The color blue (yellow) of the bar
indicates the probability of the configuration on the left (right) side being preferred over the one on the right (left) side. The orange bar indicates the tie probability.
(a) amphoriskos. (b) biplane. (c) longdress. (d) loot. (e) the20smaria.

ITU-T Recommendations advise employing a pair
comparison approachwhen stimuli are nearly equal in qual-
ity [75]. In order to avoid forced choices in case of imper-
ceptible differences among the two stimuli, a ternary voting
system was adopted. Each subject was presented a pair of
point cloud stimuli, displayed in a side-by-side manner,
and was asked to declare which of the two models they
preferred, with the option of no preference. The compar-
isons were only performed between the same content and
within the same target bit rate, for a total of 60 pairs to be
assessed. Particular care was given to avoid displaying the
same content consecutively, while the order of the stimuli
was randomized per subject.
The test was performed in UNB. The same room, and

identical configurations for the rendering software and
model visualization, as described in Section V.A, were used

for this experiment. One training example was shown to the
subjects to help them familiarize with the testbed and the
task at hand; two identical stimuli with high quality that
were not part of the test were used for the purpose. Addi-
tionally, one dummy content was added at the beginning of
the test to ease participants into the task, and the associated
scores were discarded. A total number of 25 subjects partic-
ipated, involving 13 males and 12 females, with an average of
25 years of age.

B) Data processing
Outlier detection was performed on the data according
to [76]. One outlier was found, and the scores associated
with it were subsequently discarded.
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Fig. 15. Preference and tie probabilities for each pair of configurations under test in experiment 2, for the low bit rate case. The color blue (yellow) of the bar
indicates the probability of the configuration on the left (right) side being preferred over the one on the right (left) side. The orange bar indicates the tie probability.
(a) amphoriskos. (b) biplane. (c) longdress. (d) loot. (e) the20smaria.

For each pair under assessment, the winning frequency
wij of stimulus i against stimulus jwas computed, alongwith
the ties tij. In order to obtain the preference probabilities,
the winning and tie frequencies were divided by the total
number of subjects after outlier detection.
The normalized MOS scores on a 0–100 scale were

obtained from the winning frequencies by applying the
Bradley–Terry–Luce model, according to the Recommen-
dation ITU-T J.149 [74].

C) Results
Figures 14 and 15 depict the preference and tie probabilities
for each pair of configurations i and j under test, for each
content, for high and low target bit rates, respectively.
Results show that the pure Octree configuration G0 is

clearly the preferred approach. This conclusion can be
drawn from the preference probabilities, which indicate that
it is likely for the Octree to be rated as either equal or better
in perceived quality with respect to all the other configura-
tions, for both low and high bit rates. The sole exception in
this trend is the comparison of G0 with G3 for amphoriskos,
at low bit rate, for which the latter configuration is preferred
more frequently. In fact, when discarding the ties in the
computation of the winning frequencies, configuration G0
is considered as worse than one of the other configurations
in only 8.70 and 15.65 for high and low bit rates, respec-
tively. Ties account for 16 of the total number of ratings
assigned to G0.

Conversely, configuration G1 seems to yield the worst
performance, as it is considered better than other config-
urations in only 14 of the cases, and is rated as worse in
77.10 of the cases (71.30 and 88.70 for high and low
bit rates, respectively). In comparison, configuration G2 is
rated as worse in 36.09 of the cases, and configuration G3
in 48.99 of the cases, while ties account for 18.26 and
8.12, respectively.
Considering the high bit rate case, besides configuration

G0, which is likely to be either preferred or considered equal
to all other configurations, G2 is the second-best configura-
tion, as it is rated as better than configurations G1 and G3
in the majority of the cases, and is considered nearly equal
to configuration G3 for content loot. It is worth mentioning
that it is also considered nearly equivalent in quality with
configuration G0 for content amphoriskos. Finally, configu-
ration G3 is rated as yielding better results with respect to
configuration G1 for point clouds representing human fig-
ures, whereas for object models, it is rated as worse than
G1. However, it is universally considered worse than con-
figuration G0 and G2, with the aforementioned exception
of content loot.
For the low bit rate case, G0 is confirmed as the approach

yielding the best results, as it is always outperforming G1
and is rated to be either better or equivalent to configu-
rations G2 and G3. Configuration G1 is outperformed by
all the other configurations, with the notable exception of
content biplane, for which it is considered equivalent with
respect to configuration G2, and for which it outperforms
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Fig. 16. Normalized MOS and relative CIs obtained from the winning fre-
quencies gathered in experiment 2, for each configuration, averaged across the
contents, separately for high and low target bit rates.

configuration G3. The outlier behavior of this content can
be explained by the presence of noise in its reference ver-
sion, which has an impact on the perception of geometry
degradation. Between configurations G2 and G3, the latter
is preferred, as it achieves either equivalent or better qual-
ity with respect to the former. Thus, it appears that a better
depth resolution was preferred for low bit rates, even if it
came at the cost of a coarser surface approximation, at least
when comparing TriSoup levels 2 and 3.
Figure 16 depicts the normalized MOS obtained from

the winning frequencies, along with the respective CIs, as
averaged across the contents. The blue bar represents the
scores associated to the high bit rate, whereas the orange bar
represents the scores associated to the low bit rate. Results
clearly show the superiority of theOctree configurationwith
respect to the TriSoup ones; moreover, they confirm that
configuration G1 seems to yield the worst performance in
terms of visual quality. For high bit rate, configuration G2 is
preferred with respect to configuration G3, whereas for low
bit rate, the opposite was found to be true.
Results of the subjective experiment show that the sur-

face approximation generated by the TriSoup module is
rarely considered as superior than the regular Octree struc-
ture. This is especially true when the surface approximation
is done at level l = 1, which, for the same bit rate, demands
a lower depth precision with respect to the Octree module.
Increasing the depth precision by applying a coarser sur-
face approximation (l = 2, 3) yields better results within
the TriSoupmodule; however, the quality is still considered
worse than what obtained at a lower depth precision by the
Octreemodule.

V I I . EXPER IMENT 3 : RATE
ALLOCAT ION FOR GEOMETRY
AND COLOR ENCOD ING MODULES

One of the main limitations of the first experiment can be
pinpointed to its inability to analyze geometry and color

degradations separately, or to identify the impact of differ-
ent levels of impairment on the visual quality due to the
simultaneous quality reduction in both texture and geom-
etry. However, since several configurations of the geometry
and texture encoding modules could lead to the same tar-
get bit rate, it is not a given that choosing a medium level
of degradation for both modules will lend the best possible
results in terms of perceived quality. For instance, discard-
ing some geometry information to be able to increase the
quality of the texture encoding, or the opposite, could lead
to more visually pleasing outcomes. Thus, it is critical to
assess whether between the geometry and texture encoders
and within a target bit rate, which bit allocation is most
efficient and visually pleasant.
In order to test which combination of color and geometry

encoding parameters would lead to the best results in terms
of visual quality, a third experiment was conducted. For this
purpose, as for the second experiment, a pair comparison
methodology with ternary voting system was selected.

A) Experiment design
The same contents that were selected for the second exper-
iment were also used in this test. For each content, two
target bit rates were chosen based on the results of exper-
iment 1, to model medium-high and medium-low levels of
quality degradation in terms of both geometry and color.
The Octree geometry in combination with the Lifting color
encoding modules were adopted as the individually pre-
ferred alternatives from the previous experimentation. For
contents amphoriskos and biplane, bit rate R3 was selected
for the low target bit rate and R4 was selected for the
high target bit rate, whereas for contents longdress, loot and
the20smaria bit rates R4 and R5 were selected as low and
high target bit rate, respectively. Those encoded contents
would form configuration B0. For every rate, the geome-
try and color quantization parameters were modified such
that the same target bit rate would be achieved. This is per-
formed by either decreasing the parameter depth, which
would allow allocation of more bits to the texture encoder
(configuration B1), or by increasing the depth in the geome-
try encoder, which would lead in quality reduction of the
texture encoder to match the target bit rate (configura-
tion B2). This way, the configuration of preference can be
obtained in a rate allocation problem.
A summary of the encoding parameters and achieved bit

rates per content is reported in Table 7.We remind the read-
ers that higher levels of QP correspond to a coarser color
encoding, whereas lower levels of depth represent a decrease
in geometry precision.
The same methodology described in Section VI was

employed in this experiment. This test was performed
at EPFL, and the same room and rendering conditions
described in Section VI.A were used for the experiment.
One training example was shown to the subjects to help
them familiarize with the testbed and the task at hand;
two identical contents with high quality that were excluded
from the test were used for the purpose. Additionally, one



22 evangelos alexiou et al.

Table 7. Selected encoding parameters of G-PCC for experiment 3, for high and low target bit rates. The depth parameter indicates the resolution of the
Octree structure, whereas the QP parameter indicates the quantization parameter for the Lifting encoding module.

amphoriskos biplane longdress loot the20smaria

depth QP bpp depth QP bpp depth QP bpp depth QP bpp depth QP bpp

High bit rate
B0 768 34 2.57 768 34 1.79 896 28 2.38 896 28 1.19 896 28 1.73
B1 672 26 2.62 672 30 1.81 736 24 2.40 736 22 1.18 832 26 1.71
B2 800 38 2.59 928 40 1.80 992 30 2.36 992 32 1.20 960 30 1.74

Low bit rate
B0 512 40 0.90 512 40 0.52 768 34 1.30 768 34 0.78 768 34 0.94
B1 480 36 0.91 480 38 0.52 576 28 1.30 704 30 0.77 640 28 0.94
B2 544 44 1.03 576 44 0.51 896 38 1.31 800 38 0.76 864 40 0.95

Fig. 17. Preference and tie probabilities for each pair of configurations under test in experiment 3, for the high bit rate case. The color blue (yellow) of the bar
indicates the probability of the configuration on the left (right) side being preferred over the one on the right (left) side. The orange bar indicates the tie probability.
(a) amphoriskos. (b) biplane. (c) longdress. (d) loot. (e) the20smaria.

dummy content was added at the beginning of the test to
ease participants into the task, and the associated scores
were discarded. The same guidelines were followed for the
order and presentation of the stimuli under assessment. A
total number of 25 subjects participated, involving 17 males
and eight females, with an average of 29.13 years of age.

B) Data processing
Outlier detection was performed on the data according
to [76]. No outlier was detected among the subjects. The
same data processing as described in Section VI.B was
adopted to obtain the preference and tie probabilities.

C) Results
Figures 17 and 18 present the preference and tie probabil-
ities for each pair of configurations i and j under test, for

each content, for high and low target bit rates, respectively.
Results show that, depending on the content and its target
bit rate, different rate allocation for geometry and color can
be preferred. For the high bit rate case, configuration B2
seems to yield better results than its counterparts for con-
tents longdress, loot, and the20smaria (albeit marginally, for
the latter, when compared to B0); for contents biplane, it
outperforms configuration B1, but not B0, while for con-
tent amphoriskos, it is outperformed by both configura-
tions. For all contents, B0 seems to be slightly preferred
or considered equal to configuration B1, indicating a gen-
eral trend that favors better geometry accuracy than color
fidelity.
For low bit rates, results are more varied. For contents

amphoriskos, biplane, and loot, B1 seems to be the win-
ning configuration, as it is rated to be either better or equal
than the other two configurations. This indicates that color
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Fig. 18. Preference and tie probabilities for each pair of configurations under test in experiment 3, for the low bit rate case. The color blue (yellow) of the bar
indicates the probability of the configuration on the left (right) side being preferred over the one on the right (left) side. The orange bar indicates the tie probability.
(a) amphoriskos. (b) biplane. (c) longdress. (d) loot. (e) the20smaria.

fidelity is preferred over geometry resolution. For contents
amphoriskos and loot, configuration B0 is the second-best
rated, confirming this trend; however, for content biplane,
B2 seems to be preferred with respect to B0. On the con-
trary, in the case of content longdress and the20smaria, B1
seems to be the least preferred solution, as both configura-
tions B0 and B2 have a higher probability of being preferred
with respect to B1. For both contents, B0 is considered as
yielding a better visual quality with respect to B2, although
marginally so for content longdress.
Figure 19 depicts the normalized MOS obtained from

the winning frequencies using the BLT model. It can be
observed that the relative CIs are quite large due to the dif-
ferences in performance between different contents. The
general trend indicates that for high bit rates, B2 is the best
configuration, followed by B0, which points toward a pref-
erence for more level of details in geometry with respect to
color. However, for low bit rates, B2 is the worst configu-
ration, and B1 seems to be highly preferred. This suggests
that for low bit rates, better color fidelity might be more
important than geometrical accuracy.
Results of the subjective experiment show that, depend-

ing on the targeted bit rate, different configurations of
geometry and color could be preferred. In particular,
for high bit rates, better geometry precision is preferred,
whereas for low bit rates, color fidelity seems to be the most
important parameter. Yet, any decision for a rate allocation
problem should be done on a content basis, as results vary
significantly among them.

Fig. 19. Normalized MOS and relative CIs obtained from the winning fre-
quencies gathered in experiment 3, for each configuration, averaged across the
contents, separately for high and low target bit rates.

V I I I . CONCLUS IONS

In this study, a comprehensive quality assessment and
analysis of the emerging MPEG point cloud codecs has
been carried. For this purpose, an interactive renderer was
developed, and configured for visualization of high-quality
watertight models. Moreover, a diverse set of point cloud
contents was selected and appropriately prepared. Our ini-
tial efforts were focused on visual quality evaluation of com-
pressed models using encoding configurations specified by
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experts in the MPEG committee. In this context, state-of-
the-art objective quality metrics were benchmarked, and
their efficiency was rigorously analyzed, revealing the need
for better solutions. This first experiment provided use-
ful insights regarding the performance of the encoders and
the types of degradation they introduce; yet, limitations
were identified and described. Among them is the inabil-
ity to draw solid conclusions about the efficiency of the
G-PCC encoder. This could shed some light on the prefer-
ence among the different visual artifacts introduced by the
Octree and theTriSoupmodules. Thus, a second experiment
was conducted showing that human subjects prefer regular
down-sampling over triangulated surface approximations,
at both low and high bit rates. We have also addressed
the restriction of the initial set of encoding configurations
of downgrading both the geometry and color quantization
parameters simultaneously, to investigate whether a better
rate allocation scheme is possible. The results of the third
experiment on this matter showed that, roughly, higher
color quality is preferred at low bit rates, while higher geom-
etry precision is favored at high bit rates, even though results
may vary among different contents.
We believe that our experimentation efforts can provide

useful insights and shape future approaches for efficient
point cloud compression algorithms. To allow further anal-
ysis and to facilitate the procedure, both subjective and
objective quality scores are made publicly available. The
source code of the developed renderer is also released to
provide an alternative solution for a point cloud viewer and
an easily configured quality assessment testbed platform.
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