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Due to the increased popularity of augmented (AR) and virtual (VR) reality experiences, the interest in representing the real
world in an immersive fashion has never been higher. Distributing such representations enables users all over the world to
freely navigate in never seen before media experiences. Unfortunately, such representations require a large amount of data,
not feasible for transmission on today’s networks. Thus, efficient compression technologies are in high demand. This paper
proposes an approach to compress 3D video data utilizing 2D video coding technology. The proposed solution was developed to
address the needs of “tele-immersive” applications, such as VR, AR, or mixed reality with “Six Degrees of Freedom” capabilities.
Volumetric video data is projected on 2D image planes and compressed using standard 2D video coding solutions. A key benefit
of this approach is its compatibility with readily available 2D video coding infrastructure. Furthermore, objective and subjective
evaluation shows significant improvement in coding efficiency over reference technology. The proposed solution was contributed
and evaluated in international standardization. Although it is was not selected as the winning proposal, as very similar solution

has been selected developed since then.
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1. INTRODUCTION
Recent years have shown significant advances in immer-
sive media experiences. Volumetric videos, such as dynamic
point clouds, allow for new forms of entertainment and
communication, like immersive tele-presence as shown in
Fig. 1. However, efficient compression technologies to allow
for distribution of such content are still sought after.
Volumetric video data describes a 3D scene or object with
its geometry (shape, size, position in 3D-space) and respec-
tive attributes (e.g. color, opacity, reflectance, albedo, etc.),
plus any temporal changes. Such data is typically gener-
ated from 3D models, i.e. CGI, or captured from real-world
scenes, using a variety of solutions, e.g. multi-camera or
a combination of video and dedicated geometry sensors.
Common representation formats for such volumetric data
are polygon meshes or point clouds. Temporal informa-
tion is included in the form of individual capture instances,
similar to frames in a 2D video, or other means, e.g. posi-
tion of an object as a function of time. Because volumetric
video describes a complete 3D scene (or object), such data
can be viewed from any viewpoint. Therefore, volumetric
video is a key enabling technology for any AR, VR, or MR
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applications, especially for providingsix degrees of freedom
(6DoF) viewing capabilities.

Unfortunately, compression solutions for volumetric
video representations [1-4] suffer from poor spatial and
temporal compression performance. Identifying corre-
spondences for motion-compensation in 3D-space is an
ill-defined problem, as both, geometry and respective
attributes may change. For example, temporal successive
“frames” do not necessarily have the same number of poly-
gons, points, or voxels. Therefore, compression of dynamic
3D scenes is inefficient. Also, current 3D data compression
approaches, such as [2], do not utilize spatial prediction
within an object, like intra-prediction within a video frame.
Previous 2D-video-based approaches for compressing vol-
umetric data, e.g. multiview + depth [5], have much bet-
ter spatial and temporal compression efficiency, but rarely
cover the full scene or object. Hence, they provide only
limited 6DoF support.

In this paper, a novel volumetric video compression
approach, based on coding projected 3D data in 2D images,
is proposed. Employing standard 2D video coding technol-
ogy, our proposal benefits from several decades of video
coding research. Spatial and temporal compression effi-
ciency is highly improved over the state-of-the-art com-
pression technology [2]. On average, required bit rates are
reduced by around 75% for geometry, respectively 50%
for color attribute compression. Furthermore, software and
hardware coding solutions are readily available for real-time
implementation. As 2D video coding standards, such as
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Fig. 1. Example of tele-immersive experience.

H.264/MPEG-4 AVC or HEVC, are supported by billions of
devices and distribution solutions, such as Dynamic Adap-
tive Streaming over HTTP, are widely used, such a solution
could be quickly deployed in products and services.

The research presented in this paper was carried out
under the scope of the ISO/IEC JTC1/SC29/WG11 (MPEG)
Call for Proposals (C{P) for point cloud compression(PCC)
[6]. Thus, background, approach, and evaluation will be
provided in the context of point clouds. Nonetheless,
described concepts are easily translated to any other form of
volumetric video representation, e.g. polygon meshes. The
proposed solution has been contributed to the MPEG CfP
in October 2017. It was not selected as the winning technol-
ogy itself, but a very similar proposal utilizing video-coded
projections of 3D data has been selected and developed in
standardization since then.

The remainder of this paper is structured as follows.
First, an overview of previous research in the field is given
in Section 2. Section 3 introduces the proposed projection-
based approach for volumetric video compression. Then,
evaluation methodology and results are provided in Section
4, before the paper is concluded in Section 5.

2. RELATED WORK

With the fast-rising number of 3D sensing technologies,
dynamic 3D video is getting more important and practical
for representing 3D contents and environments. For a long
time, representing the world has been done using 2D cam-
eras where the visualization of the world’s components were
possible. Nowadays, there are plenty devices which they can
record and represent the world in 3D mode. Representing
3D data using polygon meshes has been employed conven-
tionally. Nevertheless, obtaining point cloud is faster and
easier because of lower complexity in their structure and
computations [2]. 3D point clouds might be used widely
in some environments such as virtual reality, 3D video
streaming in mixed reality, and mobile mapping.

A point cloud consists of sets of points in 3D space
where each point has its own spatial location along with
a corresponding vector of attributes, such as colors, nor-
mals, reflectance, etc. Point cloud data produced by some
high-resolution sensors, e.g. Microsoft Kinect, can be rep-
resented by high rates point clouds, e.g. a reconstructed 3D
point cloud may contain several millions of points. Thus,

processing and transmitting point clouds is challenging and
needs a high amount of resources because of high density of
generated data.

In recent years many efforts have been devoted to pro-
mote the efficiency of compression method algorithms
for such 3D point cloud data. One of the first and main
classes of point cloud compressors is progressive point
cloud coding. In this approach, which is mostly based
on kd-tree, a coarse representation of the complete point
cloud is encoded and then several refinement layers are
built in order to achieve efficient compression. In this con-
text, [7] splits a 3D space in half recursively using a kd-
tree structure and points in each half are encoded. For
each subdivision, empty cells are not subdivided anymore.
Applying the same method and adapting it to an octree
structure was proposed in [8] and [9]. These approaches
achieve better results because they are also considering
connectivity information. The work in [10] exploits a
similar work to the mentioned octree-based approaches,
while introducing a novel prediction technique for surface
approximation.

Besides geometry compression algorithms, there are
many methods considering attribute compression. For
example, the octree structure is adopted in [11] and
attributes are treated as signals. A graph in each level of
octree is constructed for the leaves (connecting nearby
points in a small neighborhood). Then the graph trans-
form (Karhunen-Loeve) is employed in order to decorre-
late color attributes on the graph. A hybrid color attribute
compression is introduced in [12], where two different com-
pressing modes, run-length coding and palette coding, are
applied on each block. After comparing the distortion val-
ues with the defined thresholds, the final block with the
best corresponding compression mode is selected. Wang
et al. [13] introduced a method to compress both object data
and environment data using three-dimensional discreteco-
sine transform (3D-DCT). In their work, capturing signal
properties in frequency domain, using DCT, attains more
information from the original raw data.

While most of the above-mentioned (PCC) approaches
are focusing on static point cloud, there are many efforts
on compression of dynamic point cloud sequences. Thanou
et al. [14] proposed a first work dealing with dynamic vox-
elized point clouds. In their work a time-varying point cloud
codec is introduced, where point clouds are represented
as sets of graphs. This method is using wavelet-based fea-
tures to find matches between points and predicts an octree
structure for adjacent frames. In [1], the geometry com-
pression is completed by considering an octree structure
for each frame of point cloud sequences. Unfortunately,
3D motion estimation is one of the challenging issues in
PCC, due to the lack of information in point-to-point cor-
respondences in a sequence of frames. One of the first work
concerning motion estimation coding for dynamic point
clouds is introduced in [15]. In this method, the complete
point cloud is divided into occupied blocks. Then, in the
coding process, it is decided if either the block should be
encoded in intra, i.e. not motion compensated, mode or



it is motion compensated. In a more recent paper, [2], a
progressive compression framework is introduced. The pro-
posed method, which is mostly focusing on mixed-reality
and 3D tele-immersive systems, consists of a hybrid archi-
tecture. The architecture combines two existing methods
i.e. octree-based structure including motion compensation
and a common video coding framework. This solution was
selected as reference technology for the MPEG CfP for PCC
[6]. And in [16] the initial idea of projection-based coding
of dynamic 3D points using multiview image coding was
explored.

3. PROJECTION-BASED
COMPRESSION OF 3D DATA

The proposed solution takes the benefits of traditional mul-
tiview + depth 2D video compression of 3D video [5] and
provides specific extensions to improve representation and
compression for volumetric video data, similar to [16] but
also taking into account attributes and a dynamic sequence
of 3D data. In [5] only a single flat projection plane is con-
sidered, i.e. the camera plane. For the proposed approach a
3D video object, e.g. represented as a dynamic sequence of
point clouds, is projected onto one or more simple geome-
tries. These geometries are “unfolded” onto 2D images, with
two images per object: one for texture (color attribute) and
other for geometry. Two examples for such geometry pro-
jections are illustrated in Fig. 2, including the resulting 2D
projection planes. Standard 2D video coding technologies
are used to compress the 2D projections and relevant pro-
jection metadata is transmitted alongside the encoded video
bit streams. At the receiver, a decoder decodes the video and
performs an inverse 2D-to-3D projection to regenerate the
3D video object, according to the received metadata. Figure
3 depicts the overall processing chain associated with the
projection-based volumetric video coding solution. Figure
4 illustrates examples of the projected texture (a) and geom-
etry (b) images of Fig. 2(b) and respective reconstructions.
The individual steps are described in more details as follows.

3.0.1. 3D-to-2D projection

Before any projection is performed, the first point cloud
of a volumetric video sequence is loaded and analyzed
to initialize some basic projection parameters, such as its
3D bounding box, primary orientation, best feasible pro-
jection geometry, and image plane characteristics. After
initialization, each point in the point cloud is projected
onto the selected 2D geometry. Figure 2 depicts exam-
ples for such a projection setups and resulting 2D texture
images for a projection onto a 3D geometry, e.g. a cylin-
der or four rectangular planes like the sides of a box. Two
projection images are created, one for the color attributes
(texture image) and other for the 3D depth (geometry
image). There is a manifold of 3D-to-2D projection geome-
tries and approaches, i.e. cylinders, cubes, planes, spheres,
polyhedrons, etc. Different geometries may have different
benefits depending on content. For the remainder of this
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Fig. 2. Examples of 3D-to-2D projection for sequence Longdress provided by
8i [17]. (a) Example of 3D-to-2D projection onto a cylinder and (b) example of
3D-to-2D projection onto four rectangular planes for sequence.

paper, a series rectangular planes are chosen, where the
planes rotate around the center of the 3D volume (bound-
ing box). The number of planes, the orientation of the first
plane, and orientation change between each plane can be
given in the encoding parameters. The respective image
resolutions are defined by the 3D bounding box and any
possibly given up- or downsampling factor. Figure 2(b)
illustrates this projection, the starting plane P, is aligned
to the X-axis and there is a 90° rotation between each
plane. The 2D projection of 3D point p at position [x, y, z]
with RGB texture attribute [R,, Gy, B,] on texture image
T and geometry image D for plane P1 are derived as
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Fig. 3. Projection-based volumetric video coding workflow.
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Fig. 4. Projected (a) texture and (b) geometry images for (c) original point cloud (left), as well as decoded point clouds at 13 MBit/s for the proposed solution
(middle) and reference technology [2] (right).



follows.

RP
T(x,y) = |Gy
BP

and D(x,y) =z (1)

In the case that more than one 3D point are mapped on the
same 2D coordinates, depth buffering is applied to ensure
that only the point closest to the projection plane is consid-
ered.

3.0.2. Reduction of projection artifacts before
encoding

Whilst projection-based volumetric video coding can pro-
vide significant coding gains compared to the reference
technology, it comes with some specific drawbacks, origi-
nating from the 3D-to-2D projection:

o Occlusions: Not all 3D points are necessarily projected
onto the 2D images. Occlusions in the projections might
lead to holes in the reconstructed point clouds.

o Invalid points: Reconstructing 3D points from decoded
texture and depth images might create “invalid” 3D points
due to 2D video compression artifacts.

Figure 5 depicts the effects of occluded projections (a)
and invalid points (b) in a reconstructed point cloud. Both
categories of artifacts can be avoided, or at least reduced, by
encoder considerations.

In the case of occlusions, the extension with additional
projection images seems a logical approach. However, sim-
ply adding more projection images does not increase the
coverage of concave areas. Thus, sequential decimation is
introduced: after a given number of projections, the indices
of “successfully” projected points, that is points represented
on at least one projection, are collected. Then it is decided
to keep these points for the following projections or remove
them to provide better coverage of occluded regions. By
removing these already projected points, underlying points
are uncovered in the following projections. An example
for removing the points after each rotation is shown in

invalid points

F

occlusions

Fig. 5. Examples of projection-related artefacts: occlusions in the projected
images lead to holes in the reconstructed point cloud (left), video coding
distortion might lead to invalid points (right).
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Fig. 6. After the first four rotations, all successfully pro-
jected points are removed and the rotation planes are shifted
by 45° to provide a better coverage of the now uncovered
remaining points, e.g. in concave regions. Figure 7 shows
the resulting improved occlusion handling due to sequential
decimation.

As seen in Fig. 6, sequential decimation can introduce a
lot of small content patches, which are difficult to encode.
Thus, to improve coding efficiency, the borders in the tex-
ture images can be smoothed or padded and small holes
are filled by interpolation. This process is only applied to
the texture image, as the geometry image is used to signal
important information if a projected point is “valid” or not,
i.e. should the decoder re-project this point into 3D space
or not. Thus, the depth image contains high-frequency con-
tent at the patch boundaries. Quantization artifacts at these
boundaries will distort the 3D reconstruction. A simple
approach to dampen this effect is to introduce a depth offset
Z,, 1.€. (1) changed to D(x, y) = z + z,, and reconstruct only
values above this offset. Other, more comprehensive solu-
tions are the transmission of dedicated validity information,
e.g. a bit mask, or lossless encoding at patch boundaries. For
this paper, only the depth offset was considered. Details on
the texture smoothing process can be found in [18].

3.0.3. Video coding and metadata signaling

The previous steps are applied for each point cloud in
a point cloud sequence. A sequence of point clouds is
now represented by a sequence of texture and geometry
images, ie. a texture video and a geometry video. Stan-
dard 2D video coding is applied to encode these sequences.
Additional metadata is required to signal the decoder
how to reconstruct a received bit stream. The metadata is
divided into sequence-dependent (static) metadata, such
as projection geometry information and depth offset, and
frame-dependent (dynamic) metadata, such as depth quan-
tization. As standard 2D video coding is applied, its meta-
data structure, e.g. video/sequence/picture parameter sets
(VPS/SPS/PPS), supplemental enhancement information
(SEI) and slice headers for HEVC, can be utilized for
signaling.

For this approach, texture and geometry videos are
compressed as two layers using scalable HEVC (SHVC)
[19]. Other implementations, e.g. 3D-HEVC or individual
encodes per video are also conceivable. The SHM refer-
ence software was extended to signal the above-mentioned
projection metadata. Static metadata was signaled in the
SPS of the layer o (texture video), dynamic metadata was
signaled in the slice headers of each frame of layer o (real-
world dimensions) or layer 1 (quantization information in
the geometry layer).

Some aspects of the projection geometry were hard
coded, i.e. it was always assumed to have planar projec-
tions as pictured in Fig. 2(b). Only the number of pro-
jection plane, the rotation axis and offset between planes
and the original orientation were signaled. No signaling
for content characteristics, i.e. a compressed point cloud
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Fig. 6. Texture (top) and geometry (bottom) images for the first frame of Longdress, covered by eight rotations of 9o° with a 45° offset and sequential decimation

after four rotations.

occlusions

Fig. 7. Improved occlusion handling by sequential decimation (left) versus
without (right).

sequence, was implemented. Such functionality could be
realized for example as SEI message. On receiving such a SEI
message, the decoder would know that a volumetric video
is received and would perform the relevant 2D-to-3D re-
projection steps after decompressing the projection plane
videos.

3.0.4. 2D-to-3D re-projection

A decoder receives the bit stream, decodes the texture
and geometry images plus the projection metadata, and

performs a 2D-to-3D re-projection to reconstruct the
decoded 3D point cloud. Analogue to (1), the reconstructed
point p at position [%,7,z] and RGB texture attribute
(R}, Gp, B;] is derived from the decoded texture image T

and geometry image D as follows.

Ry
Gy | = T(w,v), (2)
By
~ u
*= (xmax - xmin) o (3)
v
= —————" Ymao (4)
4 ( max _ymin) )
. Dw,v) -z
2= ———" " Zmax> (5)

(Zmax - Zmin)

where u and v are the horizontal and vertical pixel coordi-
nates in the decoded images, Xmin / max aNd Ymin / max are the
correlating ranges to translate pixel values into real-world
coordinates, and Zmin / max is the depth quantization range.

3.0.5. Optional inloop upsampling

In the case that there was downsampling applied during the
3D-to-2D projection described in Section 3.0.1, it might be
desired to invert this by applying inloop upsampling during
the 2D-to-3D reconstruction, i.e. it can be signaled to the
decoder to apply an upsampling factor on one (or both) of
the dimensions of the projection plane. If such a parame-
ter is received, additional points will be reconstructed from



the decoded texture and geometry planes. Details on such a
process are described in [20].

3.0.6. Optional 3D point filter

As sequential decimation is only applied after the first four
rotations, some 3D points might be represented several
times on different projection planes. Such points would be
reprojected onto the same 3D coordinates in the recon-
structed point cloud, increasing total the number of points.
The effect on objective and subjective quality of such “mul-
tiple” projections is rather small. However, in terms of ren-
dering the reconstructed point cloud, it might be beneficial
to avoid multiple points. Therefore, before writing a repro-
jected 3D point to a PLY file, it is checked if there already
exists a point at the same coordinate. If so, the new point
is rejected. It would also be possible to average the color
attributes of the points at the same 3D coordinate, but this
is not implemented in this approach. Further post pro-
cessing or filtering could be applied to the reconstructed
point clouds, i.e. to reduce coding related artifacts, such as
invalid points, or close remaining holes in a point cloud sur-
face. None of such techniques are applied in the presented
proposal but can be easily integrated if desired.

3.0.7. Differences to the winning MPEG CfP
proposal

As mentioned earlier, the presented proposal was con-
tributed to international standardization. Although it was
not selected as the winning technology, a very similar
approach proposed by Apple was selected [21]. The key
differences to the technology described in this paper are
the creation of 2D patches and the additional signaling of
occupancy information. Instead of projecting a 3D model
on 3D surfaces, the model is decomposed into 2D patches
based on their surface normal. Occupancy information is
signaled in the form of a video-coded binary map indicat-
ing which 2D pixels shall be reprojected into 3D space. This
occupancy map is replacing the concept of depth offset dis-
cussed in Section 1.2 of this paper. Figure 8 illustrates the
2D texture patches and accompanying occupancy map (the
geometry image is omitted from illustration to save space).
The similarity to the presented approach in Fig. 6 should be
clearly visible. Thus, the overall key concept of video-based
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encoding of 3D-to-2D projections remains the same and so
do the main benefits of the presented idea: utilizing exist-
ing video coding technology to improve coding efficiency
and reduce time-to-market. Since then, PCC technology
has been developed under the acronym V-PCC, standing
for video-based PCC, and is close to release as international
standard [22,23].

4. EVALUATION

The evaluation was performed following the specifications
of the MPEG CfP for PCC.

A total of five test sequences were evaluated at five dif-
ferent bit rate targets. The bit rates ranged from 3 up to 55
Mbit/s, depending on the test sequence. Figure 10 provides
example views rendered from reconstructed points clouds
at the four lower bit rate target points for sequence Sol-
dier, using the proposed projection-based approach. Cod-
ing distortion is assessed for geometry as well as color
attributes. For geometry distortion, two different metrics
are applied. The first metric calculates the mean square
error (MSE) between a reconstructed point and its closest
point in the original point cloud. This metric is referred
to as D1, or point-to-point. The second metric calculates
the MSE between a reconstructed point and a given ref-
erence surface plane. This metric is referred to as D2, or
point-to-plane. Details on these two metrics are available
in [24]. Color distortion is calculated on a point-to-point
level. The peak signal-to-noise-ratio (PSNR) is obtained
based on the 3D volume resolution for geometry, respec-
tively color depth for each color channel. Bjontegaard-delta
(BD) metrics are derived from the distortions achieved with
the provided software [25]. For a more detailed description
of the evaluation process, please see the CfP document [6].

As seen in Table 1, the proposed technology achieves sig-
nificant bit rate savings over the reference technology [2],
with up to 9o% for geometry and 50% for attribute com-
pression in terms of the BD bit rate (BD-BR). However, the
standard BD calculations are misleading in this context, as
the actual rate-distortion (RD) curves often had very little
overlap in the x-direction. In some cases, i.e. chroma chan-
nel distortions for sequences Loot and Longdress, there was
no overlap at all and no BD-BR could be calculated. There-
fore, an extension to the BD calculations was proposed in

Fig. 8. Texture (left) and occupancy (right) images for the first frame of Longdress using V-PCC.
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Table 1. Bjontegaard-delta bit rate (BD-BR) results (Random Access).
Sequence D1 D2 YUV
Queen —87.9% —67.3% 1.0%
Loot —88.5% —67.4% —85.6%
RedAndBlack —83.8% —47.3% —38.8%
RedBlack —87.6% —84.4% —77.0%
Longdress —91.5% —75.4% —85.38.0%
Overall —87.8% —68.3% —52.2%

Table 2. Adapted BD-BR results and BD-PSNR results [25].
Metric D1 D2 YUV
Random access
BD-BR —75.2% —56.5% —49%
BD-PSNR 71dB 5.4dB 2.2dB
All intra
BD-BR —44.1% —51.0% 6.7%
BD-PSNR 3.4dB 3.7dB 0.55dB

[25]. The results using this extension, including BD-PSNR
are summarized in Table 2. Figure 11 provides the RD curves
for the sequences Queen (a), RedBlack (b), Loot (c), Soldier
(d), and Longdress (e).

Apart from the objective evaluation, an extensive sub-
jective evaluation for all CfP submissions was performed
by two independent labs [26]. Only results for the test
sequences RedAndBlack (left), Soldier (middle), and Long-
dress were subjectively evaluated, and only at the four lowest
target rate points. An extract of their report [26] is pro-
vided as the rate-quality distortion graph is shown in Fig. 9.
A significant improvement of the proposed technology (red
line) in terms of subjective quality over the reference tech-
nology (blue line) is proven. For higher bit rates, the visual
quality came even close the original, uncompressed data
(green line). It should be noted that only the lower four bit
rates were evaluated in the subjective quality assessment,
e.g. the target bit rates shown in Fig. 10. It is possible that
the proposed solution could achieve close to visual lossless
compression at the highest bit rate target Ros. Despite the
good coding performance at higher bit rates, the proposed
solution was clearly outperformed by the winning submis-
sion, especially at the lower bit rates. This is mainly due to
the fact that the discrete occupancy information signaling
has been proven superior to the depth offset solution when

MOs

RO1 ROZ RO R4 RO1 ROZ

higher compression is applied, as well as the better occlusion
handling using 2D patch decomposition.

A key functionality of the proposed solution is the cov-
erage of occluded points with additional projections, as
described in Section 3.0.1. Without this sequential deci-
mation functionality, the reconstructed point clouds will
show holes which result in significantly degraded subjec-
tive quality. However, this quality degradation is not well
represented in the selected objective metrics, especially D2
(point-to-plane). At lower bit rates, significantly higher D2
quality scores could be achieved by ignoring these occluded
parts. Table 3 summarizes the maximum achievable objec-
tive scores if sequential decimation is deactivated for the
lowest two bit rates.

Concluding this evaluation section, it should be men-
tioned that the encoder and decoder run time numbers
are significantly larger for the proposed solution compared
to the reference software. The numbers vary depending
on the target bit rates, as the reference software performs
exceptionally fast on lower bit rates. But even at higher
qualities, the proposed solution takes around 100 times
longer to encode and 10 times longer to decode, as shown
in Table 4. However, the current implementation is based
on experimental reference software [19], which is known
for its poor computational performance. There exist plenty
of real-time hardware and software solutions for 2D video
coding. For example parallelization of texture and geome-
try image coding (one encoder/decoder per image) could
cut down processing times further. The volumetric video
specific part of this approach is rather simple and requires
less than 1% of the current run times. Thus, a real-time
implementation of this proposal is feasible. Still, parallel
processing can also be introduced to the projecting and re-
projecting part: as points in a point cloud are independent,
the 3D-to-2D projection can be highly parallelized, up to
one process per point. The same goes for the reverse 2D-
to-3D projection at the decoder, in this context to up to
one process per pixel, although other configurations such
as one process per column, row or block could be more
feasible.

Regarding expected memory usage, the proposed
approach is relying on the underlying 2D video cod-
ing solutions and chosen coding structure. Memory efhi-
cient codecs, such as BBC’s Turing codec [27], can
reduce memory consumption drastically. As for the current

RO3 RO4 RO1 ROZ RO3 RO4

Fig. 9. Subjective MOS scores for sequences RedAndBlack (left), Soldier (middle), and Longdress (right) [26], where “reference” denotes [2] and “uncompressed”

the original point cloud data.
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Fig. 10. Example views rendered from all bit streams submitted for subjective evaluation. Top to bottom: RedAndBlack, Soldier, and Longdress. Left to right: Rate

Ro1, Ro2, Ro3, and Rog4.

Table 3. Objective quality without occlusion handling at low bit rates.

Table 4. Average coding run times in relation to anchor.

Random access All intra Random access
Metric D1 D2 YUV Condition enc. dec. enc. dec.
BD-BR [25] —75.3% —85.4% —44% Ros 101X 12.7X 685x 13.4X
BD-PSNR 71dB 6.9dB 1.9dB Ro3 192X 112X 1531X 128.4 X

implementation, two layers with roughly FullHD resolu-
tion are coded. For each layer a maximum of five reference
frames is allowed for the random access configuration. One
layer is 8 Bit with YUV 420 chroma subsampling, one layer

10 Bit luma only. Thus, the total reference picture buffer
size requirement per frame is roughly 32 MB. There is no
need to buffer more than one input (encoder) or one output
(decoder) point cloud, as temporal prediction is performed

9



SEBASTIAN SCHWARZ et al.

J0

68
66 £l
E od g— 28
o 62 =
€ 60 £ 2
£ sg £
3 Q
8 56 3 24
48 —s—reference 2 54 —+—reference 55 —s—reference
46 —8—proposed 52 —8—proposed —8—proposed
44 1 1 50 : 20
0 10 20 30 40 50 &0 Q 10 20 30 40 50 &0 L] 10 20 30 40 50 &0
Mbit/s Mbit/s Mbit/s
(a)
-1 71 35
64 69 34
g 62 g 67 % 13
= 60 ~ 65 g
8 o = 32
£ 58 E 63 z
& & &3
- 56 - 61 =
4 " g 530
95 —w—reference 2.5 —#—reference —w—reference
29
52 —=—proposed 57 —&—proposed —=—proposed
50 55 28
o 10 20 ) 40 o 10 20 £ 40 [ 10 20 30 40
Mbit/s Mbit/s Mbit/'s
(b)
71 36
66
69 35
64
T 62 787 z ¥
g &0 '3‘ 65 =33
=
% 58 g 63 g2
" 55 - 61 5 31
s g S
© 54 —w—reference 5 —w—reference 2 —#—reference
52 —8—proposed 57 —&—proposed 29 —&—proposed
50 . s 55 . . 28
L] 5 10 15 20 25 30 a 5 10 15 20 25 30 Q 5 10 L] 20 25 30
Mbit/s Mbit/s Mbit/s
(c)
&4 s 31
62 68 30
@ gp o =
5 = 05 B2
& s8 g 64 =
& & =28
Z s F e g
: ; 60 5
g 54 g 3
L —w—reference Y sg —w—reference 26 —w—reference
52
—s—proposed w5 —&—proposed —=—proposed
50 54 25
o 10 20 ) 40 o 10 20 £l 40 [ 10 20 L 40
Mbit/s Mbit/s Mbit/s
(d)
68 - 29
66 28
vid _ 69 N
e 567 827
a 60 aes = 26
-4 (-4 =
§ 58 E 63 & 25
g 56 g 61 § 24
Y 5g —+#—reference < 59 —+—reference —+#—reference
52 —s—proposed 57 —a—proposed 2 —s—proposed
50 55 22
o 10 20 30 40 50 o 10 20 30 40 50 0 10 20 30 40 50
Mbit/s Mbit/s Mbit/s
(e)

Fig. 11. Objective rate-distortion curves for all test sequences. (a) Objective rate-distortion curves for test sequence Queen, (b) objective rate-distortion curves for
test sequence RedAndBlack, (c) objective rate-distortion curves for test sequence Loot, (d) objective rate-distortion curves for test sequence Soldier, and (e) Objective
rate-distortion curves for test sequence Longdress.

on the 2D projection p lanes. Table 5. Average coding run times in relation to anchor (all intra).

Texture : 1920 X 1080 X 2 X 8Bit X 5 &~ 20 MB Proposed CfP winner
Geometry : 1920 X 1080 X 1 X 10Bit X 5~ 12 MB Condition enc. dec. enc. dec.
Ros 101X 12.7X 225X 12.6 X
Finally, the current implementation does not consider pro-  Ro3 192 112% 577X 122.2%

gressive decoding. However, such features could be easily
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Fig. 12. Progress of V-PCC coding performance since CfP evaluation.

implemented. With SHM as a code base, it is possible to
select lower resolution texture and geometry planes as base
layers, and one or more increasing resolutions as enhance-
ment layers. Scalable decoding and reprojection from the
selected resolution would provide progressive outputs. This
functionality could also be extended for spatial random
access, e.g. view-port dependent decoding.

4.0.8. Comparison to winning CfP and
current stage of V-PCC standardization

As already shown in Figure 9, the winning C{P proposal
[21] clearly outperformed the technology presented in this
manuscript. However, in terms of complexity there was a
clear benefit to the proposed solution. The surface normal
calculations required for the 2D patch generation is signif-
icantly more complex than the simple geometry-projection
proposal. Then again, this complexity only affects the
encoder, as shown in Table 5.

Since the CfP evaluation V-PCC has been steadily
improved and is now close to finalization [23]. To illus-
trate this process, Figure 12 summarizes the development
in terms of coding performance based on D1 geometry dis-
tortion. The proposed technology has been added as well as
reference.

5. CONCLUSION

This paper proposes a novel, projection-based approach to
volumetric video compression: 3D scenes and objects are
projected onto 2D images and compressed using standard
2D video technology. Key benefits of the proposed solution
are improved coding performance compared to reference
technology and the reliance on readily available 2D video
coding solutions and infrastructure. The proposal was eval-
uated as part of the MPEG CfP on PCC, and objective
and subjective quality evaluations proof its feasibility as a
volumetric video coding solution. Although the proposed
technology was not selected as winning proposal, the key
concept, namely utilizing existing video coding technology
to perform most of the heavy encoding operations, was also
used in the winning proposal. Since then V-PCC has been
steadily improved and is now close to being released as an
international standard. More details on the MPEG point

cloud activity is summarized in [28]. The latest encoder
description and standard specifiaction text are available in
[21] and [23].
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