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Robust deep convolutional neural network
against image distortions

LIANG-YAO WANG, SAU-GEE CHEN AND FENG-TSUN CHIEN

Many approaches have been proposed in the literature to enhance the robustness of Convolutional Neural Network (CNN)-based
architectures against image distortions. Attempts to combat various types of distortions can be made by combining multiple
expert networks, each trained by a certain type of distorted images, which however lead to a large model with high complexity.
In this paper, we propose a CNN-based architecture with a pre-processing unit in which only undistorted data are used for
training. The pre-processing unit employs discrete cosine transform (DCT) and discrete wavelets transform (DWT) to remove
high-frequency components while capturing prominent high-frequency features in the undistorted data by means of random
selection. We further utilize the singular value decomposition (SVD) to extract features before feeding the preprocessed data into
the CNN for training. During testing, distorted images directly enter the CNN for classification without having to go through
the hybrid module. Five different types of distortions are produced in the SVHN dataset and the CIFAR-10/100 datasets. Exper-
imental results show that the proposed DCT-DWT-SVD module built upon the CNN architecture provides a classifier robust to
input image distortions, outperforming the state-of-the-art approaches in terms of accuracy under different types of distortions.
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I. INTRODUCTION

Deep Convolutional Neural Network (DCNN) has been
widely used in image classification due to its impressive
capability of capturing relevant features of different classes
in the data [1-3]. However, it is known that the classification
accuracy of generic DCNN can be affected by image distor-
tions in the input data: adding small amount of distortion
to the test set usually results in a significant reduction in the
classification accuracy of the network [4].

In computer vision problems, distortion is sometimes
unavoidable; it may be a camera artifact, or be caused by the
environment. To enhance the robustness of the image clas-
sifier against input distortions, since recent years, several
studies have proposed promising techniques that can clas-
sify severely distorted images (with high noise levels or
blurs) by DCNN with high accuracy. For example, Zhou et
al. tackle the problem through fine-tuning or re-training of
the DCNN network [5], which, however, works well only for
several selective types of distortions and requires re-training
multiple times using distorted images. Dodge and Karam
propose MixQualNet [6], which requires identifying the
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type of image distortion first. Multiple weighted expert net-
works are trained in the MixQualNet, allowing for handling
various types of noises in the input images by weighting
the contributions of the expert networks through gating
[6]. The MixQualNet is more robust to distortion data than
a single fine-tuning model, but demands higher compu-
tational complexity and hardware cost. Hossain et al. [7]
propose to remove high-frequency coefficients of the input
data, using the discrete cosine transform (DCT), before
sending into the network for training. This model is less
affected by the distortion noise, which often contributes
to higher frequency components in the DCT domain, and
is therefore more robust to distorted data with improved
accuracy.

While the deep learning techniques proposed in the
aforementioned works have provided significant advance-
ment in improving the accuracy of image classifiers, the
robustness is still limited when facing a variety of input
image distortions. The existing approaches perform well for
some types of distortions, but may not promisingly work as
well for others. To address this problem, in this paper, we
leverage the advantages of DCT, discrete wavelets transform
(DWT), and singular value decomposition (SVD) and pro-
pose a new hybrid preprocessing module in the “training”
stage to further elevate the robustness and accuracy of the
classifier against various types of image distortions.

There have been several studies in the area of image
compression that utilizes a hybrid DWT-DCT algorithm
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to achieve a better coding efficiency [8, 9]. A combination
of 2D-DWT and SVD is used in [10] to provide efficient
compression while keeping the decoding error within an
acceptable range. While hybrid DWT-DCT and DWT-SVD
preprocessing have been successfully introduced for image
compression, its application in robust classifier against
image distortions has not been well studied in the liter-
ature. In this paper, we propose the hybrid DCT-DWT-
SVD algorithm, capitalizing on advantages of the DCT,
DWT, and SVD to improve the robustness of the DCNN
to image distortions. The input data will first go through
the DCT with “zig-zag scanning” in which low-frequency
components can be extracted. Next, we determine level-1
or level-2 DWT in a random fashion to capture approx-
imations in the low-frequency band and remove detailed
high-frequency sub-band. Random selection allows for
maintaining the accuracy for clean data with improved
accuracy of the distorted picture by partially removing
high-frequency components commonly existed in distorted
images. Finally, SVD is applied to retain a fixed number of
singular values for feature extraction. During training, all
clean data will first go through the DCT-DWT-SVD mod-
ule before entering the CNN (VGG-16) for training. When
testing, the distorted images directly enter the model for
classification without having to be processed by the hybrid
DCT-DWT-SVD operations.

In this work, five different types of distortions are
generated to the images in the datasets SVHN [11] and
CIFAR-10/100 [12] for the testing purpose. These five types
of distortions include Gaussian noise, speckle noise, salt
and pepper noise, motion blur, and Gaussian blur. The
experimental results show that the trained DCNN with
the proposed DCT-DWT-SVD preprocessing module is
robust to all five types of distortions with improved accu-
racy. The contributions of the paper are summarized as
follows:

o We propose a hybrid DCT-DWT-SVD preprocessing
module in the DCNN architecture that does not require
fine-tuning, re-training, or data augmentation. To our
best knowledge, this paper presents the first study in the
literature that utilizes the hybrid DCT-DWT-SVD mod-
ule to combat image distortions in image classifications.
Experimental results demonstrate the robustness of the
proposed DCT-DWT-SVD module to various types of
image distortions.

o When testing, the proposed hybrid module does not
require performing noise identification and noise reduc-
tion before feeding in the input data. The distorted images
directly enter the trained system for classification. The
resultant accuracy of the proposed model is better than
that of the conventional methods by DCT used in previous
papers.

o Weintroduce the random selection step in determining the
size of zig-zag scanning region in DCT and the decompo-
sition level in DWT within the proposed hybrid module.
The accuracy of the anti-noise model for both clean data
and distorted data can thus be effectively improved.

This paper is organized as follows. Section II reviews the
related work in the literature. We elaborate the proposed
hybrid DCT-DWT-SVD module in Section III. In Section
IV, experiments are conducted to demonstrate the effective-
ness and robustness of the hybrid learning module. Finally,
a concluding remark is made in Section V.

Il. RELATED WORK

Dodge and Karam [4] show that the accuracy of image
identification of deep network can be significantly influ-
enced by image distortions, and the VGG-16 architecture
has been shown to be more robust compared with the other
networks [13]. Zhou et al. [5] analyze the DNN classifier per-
formance under different distortions, in which re-training
and fine-tuning have been proposed to alleviate the effect
of image distortions. However, single fine-tuning network
may not perform well under various types of distortions.
Dodge and Karam [6] propose the MixQualNet to deal with
various types of noise by mixture of expert-based networks
for image classification. Each of the multiple expert net-
works in MixQualNet is trained with respect to one type of
distorted images, leveraging the gating network to weight
the contributions of the expert networks. It is shown in
[6] that the MixQualNet is more robust to distorted data
than single fine-tuned models, but is composed of many
complex sets of CNN models, rendering very high compu-
tational complexity and hardware cost. Ha et al. [14] propose
an improved version of MixQualNet, termed as Selective
DCNN, which employs a tiny CNN to identify the distor-
tion type of the input image and then activates only one
expert network based on the result of the tiny CNN. Since
only one expert network is activated during inference, the
Selective DCNN can effectively reduce the hardware cost.
However, this method still needs to train a number of differ-
ent models, each of which corresponds to a certain type of
distortion. To reduce training time and computational com-
plexity, Hossain et al. [7] utilize the DCT before the data
entering the network and set a threshold to remove high-
frequency coeflicients. This approach enhances the robust-
ness of the model to distorted data, since the proposed
DCT-based CNN does not heavily rely on high-frequency
image details in training the model parameters. However,
the classification accuracy of the DCT-based CNN in [7]
is still lower than that of the MixQualNet, provided that
the type of distorted images has been incorporated in the
training stage for the MixQualNet.

1. HYBRID MODULE WITH
DCT-DWT-SVD

In this section, we elaborate the proposed hybrid DCT-
DWT-SVD module employed in the “training” stage. The
rationale behind the DCT-DWT-SVD module is to partially
remove high-frequency details from the images used for
training such that the proposed model does not heavily rely
on these details that are particularly noticeable in distorted
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(b)

Fig. 1. (a) FDCT and IDCT. (b) The zig-zag scanning.

images. Embedded within the hybrid module, the “random
selection” scheme is introduced in the DCT and DWT stage
to determine the number of high-frequency components
to be discarded in the hybrid module, allowing for captur-
ing useful features in the clean data and therefore further
enhancing the accuracy of classifying the distorted images.

A) The discrete cosine transform

DCT [15] is often used in signal processing and image pro-
cessing in the frequency domain for lossy data compression
(e.g.JPEG [16]). In particular, DCT has a strong energy con-
centration characteristic: the information of natural signals
transformed by DCT is mostly concentrated in the low-
frequency part whereas the high-frequency components
generally encode sharp changes that add fine details to the
signal. As shown in Fig. 1(a), the DCT coefficients with large
magnitudes are in the upper-left corner of the DCT matrix
(i.e. the low-frequency part). Typically, zig-zag scanning is
adopted to extract the low-frequency components as shown
in Fig. 1(b). In contrast with the JPEG [16] where the block
size corresponding to the second type of DCT is usually set
to 8 (8 x 8 block), in this work we use one block with the
size identical to that of the original input image.

B) The discrete wavelet transform

DWT utilizes wavelets as the basis functions and decom-
poses the signal into components associated with multiple
frequency bands. The process of the two-dimensional DWT
(2D-DWT) is to pass the rows of the 2D signal through a
high-pass filter and low-pass filter, then down sample by a
factor of two. After that, the 2D-DWT performs the same
steps to the columns of the 2D signal again. The region
passed by low-pass filter is the low-frequency sub-band
which represents the approximation part, and the other
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Fig. 2. Multi-resolution decomposition of the 2D-DW'T.
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Fig. 3. (a) Single-level decomposition (level-1 DWT). (b) Two-level decompo-
sition (level-2 DWT).

regions passing through the high pass filter represent the
detailed part. The process of the 2D-DWT is shown in Fig.
2. The 2D-DWT divides the image into four sub-bands,
the level-1 DWT and level-2 DWT are shown in Figs 3(a)
and 3(b), where LL represents the low-frequency sub-band,
HL represents the horizontal high-frequency sub-band, LH
represents the vertical high-frequency sub-band, and HH
is the diagonal high-frequency sub-band. The LL sub-band
generally contains more descriptive features of the image
than the other sub-bands. In this paper, we consider “db8”
wavelet and “db4” wavelet as the mother wavelet for level-1
and level-2 DWT, respectively. And we utilize “smooth” sig-
nal extension to overcome the boundary problem in the 2D-
DWT, where the edge components are extended according
to the first derivatives on the boundary (Fig. 4).

C) Singular value decomposition

SVD is well known for its powerful capability to decompose
signals into orthogonal components and is widely used in
many signal processing applications, e.g. image compres-
sion [17] and precoder design for transmitters equipped
with multiple antennas in cellular systems. In general, SVD
presents a factorization of any matrix M into the product of
three matrices — an orthogonal matrix U, a diagonal matrix
%, and the transpose of an orthogonal matrix V:
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Fig. 4. The “smooth” signal extension mode.

where the singular values are usually arranged in descend-
ing order (0, > 0, > - -+ > 0,). The above matrix factor-
ization in (1) can be rewritten as

M=UxVv"
= ulolvlT + uzcrzva + o+ umamvi. (2)

The principle of image compression is to decompose the
image into (2), and reserve the components with dominant
singular values. A compressed image can thus be generated
by appropriately choosing a number of components being
retained in (2).

D) DCT-DWT-SVD module integration

In this work, we propose to combine the DCT, DWT, and
SVD modules in the preprocessing stage, aiming at inte-
grating the advantages from each technique in order to
enhance the robustness and improve classification accuracy
for distorted images. It is worthwhile to emphasize that, in
contrast with the existing methods in the literature, the pro-
posed hybrid module is used only in the training stage and
only the clean (undistorted) images are used for training.
The input data first go through the DCT block. Then, the
zig-zag scanning is employed to extract low-frequency com-
ponents. Specifically, as shown in Fig. 1(b), we apply zig-zag
scanning in the DCT coefficient matrix starting from the
upper-left corner, which corresponds to the low-frequency
parts, and remove higher frequency coeflicients in order to
reduce details more likely to be seen in distorted images.
While removing high-frequency components is effective to
combat distortions in images, it inevitably discards certain
important high-frequency features in the original images
as well. To mitigate this effect, in this paper, we proposed
to randomly select the zig-zag scanning region in ranges
from 5 x 5to 15 X 15. Finally, inverse DCT is performed on
the remaining DCT coefficients (zig-zag scanning region)
to reconstruct the transformed image.

Following the DCT operations, the LL-band compo-
nent of the DCT-approximated images are captured using
level-1 or level-2 DWT (Fig. 3), whereas the other high-
frequency sub-bands are removed. One promising feature
of the DWT is that the basis of wavelet transformation
consists of a set of wavelets with infinite length capable
of extracting the information of spatial position and fre-
quency in 2D signals. In other words, the high-frequency
components decomposed by the DWT are more represen-
tative of the spatial and spectral edge details of the orig-
inal picture than the high-frequency components decom-
posed by DCT. In this paper, we leverage this important
characteristic that distinctive high-frequency components
can be extracted from the DCT and DWT. By remov-
ing parts of the high-frequency components decomposed
by both the DWT and DCT, more distorted parts in the
original image can be discarded and distortion-free low-
frequency features can thus be retained, which results in
a more robust classification performance. In addition, ran-
dom selection is also introduced here to determine whether
level-1 or level-2 DWT is employed in the wavelet trans-
form. At the end of DWT block, the image is reconstructed
by inverse DWT. It is worthwhile to note that, while both
DCT and DWT play a similar role of contributing to pre-
serving important low-frequency components, placing the
DCT operation first before the DWT results in a slightly
better classification accuracy. This is because the high-
frequency components after the DWT decomposition con-
tain more useful information about clean images, which
should not be discarded too early in the whole prepro-
cessing procedure. The final stage of the proposed hybrid
module is the SVD block to process the DCT-DW T approx-
imated images and retain prominent components associ-
ated with larger singular values. The complete operation
of the hybrid DCT-DWT-SVD module is summarized in
Algorithm 1.

During training, all clean data will first go through
the DCT-DWT-SVD module before entering the CNN
(VGG-16) for training. On the other hand, during test-
ing, the distorted images directly enter the VGG-16 model
for classification without having to go through the DCT-
DWT-SVD module. The whole network is illustrated in
Fig. 6. An image transformed by the DCT-DWT-SVD mod-
ule is shown in Fig. 5. When the number of the selected
DCT coefficients is close to 5 x 5 and level-2 is selected
in the DWT stage, most of the high-frequency compo-
nents in the input image are removed after the hybrid
preprocessing module. In contrast, if the zig-zag scanning
region is close to 15 x 15 in the DCT stage and level-1 is
selected in the DWT stage, more high-frequency details
will be maintained after the preprocessing module. Since
the proportion of the high-frequency components removed
in each image is not fixed in both the DCT and DWT
stages due to random selection, the subsequent VGG-16
can capture a more diversified low-frequency components
reserved in DCT and DWT in the training data. The
proposed model does not heavily rely on features with
high-frequency details which are often easily affected by
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Fig. 5. Images after being processed by the hybrid DCT-DWT-SVD module
with different amounts of low frequency components in the DCT-DWT stage
and with six principle components in the SVD stage.
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Fig. 6. The proposed DCNN architecture based on the VGG-16 [3]. Clean data
first go through the DCT-DWT-SVD module before entering the VGG-16 for
training. However, the DCT-DWT-SVD module will not be active when testing,
with the distorted picture directly entering the model for classification.

various types of distortions. Consequently, the classifica-
tion accuracy of the distorted images can be effectively
improved.

Algorithm 1: DCT-DWT-SVD module

Input: RGB Image (N x H x W)
Output: DCT-DWT-SVD module transformed image D
(N x Hx W)
1 for all images n=1to N do
2 I = rgb2Ycber(RGB) ;
3 DCT Coeffs[n] = DCT(I) ;
4 Random region selection for zig-zag scan, in range from
(H/6xW/6) to (H/2xW/2);
for DCT Coeffs[n] not in zig-zag scanning region do
DCT Coeffs[n] =0

O[n] = IDCT(DCT Coefts[n]) ;
Randomly choose DWT level-1 or level-2 ;
10 DWT Coeffs[n] = DWT(O[n]) ;
1 for DWT Coeffs[n] not in ’LL sub band do
12 DWT Coeffs[n] =0}
13 end
14 O2[n] = IDWT(DWT Coefls[n]) ;
D = Ycberargb(02) ;

5
6
7 end
8
9

16 D do the SVD and retain six singular values ;
17 return reconstructed image D ;
18 end

E) Deep convolutional neural network

In this paper, we adopt the VGG-16 as the base network,
as the VGG-16 architecture [3] has been acknowledged
to be more robust to image distortions when compared
with the AlexNet [1] or GoogleNet [2] architectures. The
VGG-16 architecture combined with the proposed DCT-
DWT-SVD module is shown in Fig. 6, which contains 13
convolutional layers with the kernel size being 3 x 3. Each
convolutional layer is followed by ReLU and the size of
max-pooling is 2 x 2. There are 10 channels softmax output
layer for SVHN and CIFAR-10, and 100 channels softmax
output layer for CIFAR-100, respectively. To prevent from
the effects of overfitting and vanishing gradients, we add
batch normalization [18] after each convolutional layer and
set dropout probability 0.3 [19] after the first batch nor-
malization, o.5 before flatten and softmax output layer, and
the other dropout probability is set to 0.4. These settings
of the dropout probabilities follow from the suggestions in
[19] and from trial-and-errors during the simulations. Data
augmentation (rotation and shift) [20], a well-known and
effective step in deep CNN models, is also utilized to com-
bat overfitting. We use stochastic gradient descent [21] as
optimizer and 150 epochs are set with minibatch size 128 for
training.

V. EXPERIMENTS AND DATASETS

In this section, we discuss different pre-processing meth-
ods before training data entering the network to increase
the accuracy of CNN for the distortion pictures. The testing
data are generated by adding five different types of distor-
tions (Gaussian noise, speckle noise, salt and pepper noise,
motion blur, and Gaussian blur) to the images in SVHN [11]
and CIFAR-10/100 datasets [12].
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A) Generation of distorted images

The SVHN dataset [11] contains more labeled and diversi-
fied images with size 32 x 32 taken from street views than
the MNIST dataset. The images are divided into 10 classes
from digit o to digit 9, where 73257 images are used for
training and 26 032 images for testing. There are usually
some distracters on the sides of the images that make the
classification task more challenging. On the other hand, the
CIFAR-10 and CIFAR-100 [12] are labeled images dataset.
There are 60 000 32 X 32 color images in CIFAR-10 dataset,
all of which are divided into 10 classes. Each class has 6000
images, among which 5000 are used for training and 1000
for testing. Compared with CIFAR-10, CIFAR-100 contains
100 classes and each class has 600 images, 500 for training
and 100 for testing.

Allinput data are clean (undistorted) images in the train-
ing stage. Five different types of distortions are created in the
data set for classification in the testing stage. The range of
standard deviations for Gaussian noise and Gaussian blur
kernel are from 10 to 50 and from 1 to 5, respectively. We
generate the motion blur kernel and move it horizontally by
1 pixel for each step size to simulate motion blur. The size of
the motion blur kernel varies from 2 to 10. Salt and pepper
noise are added to the input image with SNR from 0.95 to
0.75. We produce a noisy image S for speckle noise based
on the relation S = I+ G x I, where I is the input image
and G is a uniformly distributed noise with standard devia-
tion varying from o.1 to 0.5. Examples with increasing levels
of distortion for various distortion types are presented in
Fig. 7.

In the simulations, the curves denoted by VGG-16 is
the model trained by clean data without any preprocess-
ing. Retrain-MB refers to the VGG-16 model with re-
training for motion blur images [5]. DCT-module [7] and
DWT-module respectively use the DCT and DWT in the
preprocessing block of the VGG-16 in the training stage.
The proposed hybrid DCT-DWT-SVD module (random)
performs feature extraction using SVD after the DCT-DWT
blocks. Finally, the DCT-DWT-SVD module (none) means
the network that does not adopt random selection.

B) Performance comparison

We first justify the effectiveness of introducing random
selection in the DCT-DWT stage to the classification accu-
racy for distorted images. As shown in Fig. 8, we exam-
ine the classification accuracy of using only DWT-module
before VGG-16 for Gaussian and speckle noise in CIFAR-10
dataset. It can be observed from Fig. 8 that both level-1 and
level-2 DWT model lead to better accuracy performance
on distortion data than the original VGG-16. As expected,
using level-1 DWT in the module can maintain more low-
frequency components in the clean data and has a good
accuracy when the distortion is not severe. On the other
hand, the level-2 DWT model results in a noticeable reduc-
tion in the accuracy of clean data but is robust against larger
distortions. Figure 8 shows that random selection from

Table 1. The accuracy (%) of different random selection regions in the
DCT-stage of DCT-DWT-SVD module for image data in CIFAR-10.

Module Original (clean) ~ Overall
Random both DCT and DWT 83.52 63.73
Random only on DCT (5 X 5 ~ 15 X 15) 84.25 61.50
Random only on DCT (5 X 5 ~ 18 X 18) 87.02 54.23
Random only on DCT (5 X 5 ~ 25 X 25) 88.24 50.60
VGG-16 (original) 90.43 31.66

level-1 or level-2 DWT in the DWT-module renders a much
improved accuracy result, where not only the accuracy in
the low-distortion area is comparable to that with level-1
DWT model, but also the accuracy in the high-distortion
area is higher than that with level-2 DWT model.

When the hybrid DCT-DWT-SVD module is employed,
it can be observed from Fig. 9 that randomly selecting the
scanning region in the DCT-stage also effectively improves
the accuracy of both the clean data and distorted data.
As shown in Fig. 9, if the zig-zag scanning region is ran-
domly selected in the region between 5 x 5 and 25 x 25 in
the DCT-stage with a fixed level-1 DWT, the DCT-DWT-
SVD module maintains a high accuracy of clean data. When
the zig-zag scanning region is in the range between 5 X
5~18 x 18 and 5 X 5 ~ 15 X 15, we can see that the model
results in a slight reduction in the accuracy of clean data
but has significantbetter robustness against highly distorted
images. In addition, the hybrid DCT-DWT-SVD module
with random selection in both the DCT (ranging from
5 X 5 to 15 X 15) and DWT (between level-1 and level-2)
stages performs better than that when random selection is
employed only in the DCT-stage, particularly in the regions
of higher distortions.

Numerical results of the accuracy performance are pre-
sented in Table 1. The proposed hybrid DCT-DWT-SVD
module with random selection (denoted by DCT-DWT-
SVD module (random)) performs best when testing on
distorted images, although it results in slightly lower accu-
racy than the VGG-16 model when testing only on clean
data (i.e.undistorted images). The overall performance in
the table refers to the average accuracy over the clean data
and distorted images with five levels of distortions.

In Figs 10, 11, 12, we show the classification accuracy of six
different models in various types and degrees of noise for
SVHN, CIFAR-10, and CIFAR-100, respectively. In all the
images tested, experiments (Figs 10, 11 and 12) show that the
retrain-MB network [5] performs well only for the distorted
images in the type of motion blur. However, the retrain-MB
[5] cannot be well generalized to other types of distortions
other than the motion blur. We can see from the figures that
the proposed hybrid module with the DCT and DWT as the
front stage in the training perform well in all types of image
distortions. The DWT-module only is more accurate than
the DCT-module [7] under various degrees of noise in both
CIFAR-10 (Fig. 11) and CIFAR-100 (Fig. 12). Furthermore,
the simulation results show that the DCT-DWT-SVD mod-
ule (random) has the highest overall accuracy on different
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Fig. 7. Five different distortion levels for five different types of distortions in CIFAR-10.
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Fig. 8. The classification accuracy of different DWT-module levels with Gaussian Noise and Speckle in CIFAR-10.

types and levels of distortion data. This is because the pro-
posed hybrid module with random selection exploits data
with more diversified low-frequency and high-frequency
components, allowing to capture more features associated
with clean data and with various types of distorted data.
Notably, the accuracy of the DCT-DWT-SVD module (ran-
dom) is higher than that of the DCT-DWT-SVD module
(none) when the degree of distortion becomes larger. This
shows the benefits of adopting the random selection mech-
anism, particularly for the highly distorted data. But, the

DCT-DWT-SVD module (none) performs slightly better if
the data are clean or the distortion is very small.

We also compare the results of the hybrid module with
random-selection DCT but fixed DWT, random-selection
DWT but fixed DCT, and DCT-DWT-SVD module (none).
Both schemes with random selection outperforms the DCT-
DWT-SVD module (none) for identifying highly distorted
images. But, both schemes perform worse than the DCT-
DWT-SVD module (random). Numerical results are also
presented in Tables 2, 3 and 4 for SVHN, CIFAR-10, and
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Fig. 9. The classification accuracy of various zig-zag selection regions in various types and degrees of noise for images in CIFAR-10.
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Fig. 10. The classification accuracy of six different models in various types and degrees of noise in SVHN.
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Fig. 11. The classification accuracy of six different models in various types and degrees of noise in CIFAR-10.
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Fig. 12. The classification accuracy of six different models in various types and degrees of noise in CIFAR-100.

Table 2. The accuracy (%) of different random selection stages of
DCT-DWT-SVD module in SVHN.

Table 3. The accuracy (%) of different random selection stages of
DCT-DWT-SVD module in CIFAR-10.

Module Original (clean)  Overall ~Mixing Module Original (clean) Overall Mixing

DCT-DWT-SVD module 95.14 73.60 73.13 DCT-DWT-SVD module 83.52 63.73 61.18
(random) (random)

Random only on DCT 95.97 72.49 72.28 Random only on DCT 84.25 61.50 58.51
(5 X 5~15x 15) (5 x5~15x15)

Random only on DWT 96.15 70.36 69.95 Random only on DWT 86.30 59.77 57.83
(Iva~lv.2) (Iva~lv.2)

DCT-DWT-SVD module 96.59 68.05 67.20 DCT-DWT-SVD module 88.22 51.30 48.82
(none) (none)

Re-training motion blur [2] 95.20 66.66 65.86 Re-training motion blur [2] 88.08 48.44 46.73

VGG-16 (original) 96.75 62.37 61.26 VGG-16 (original) 90.43 31.66 28.66

CIFAR-100, respectively. The column in overall means the
average accuracy and the column in the mixing means the
accuracy of the test set that contains all different distor-
tion types and levels. We see that the classification accuracy
for the original clean data, the DCT-DWT-SVD module
(none) performs slightly better than the DCT-DWT-SVD
module (random), but is not suited for classifying highly
distorted images, whereas using random selection only in
the DCT stage or in the DWT stage, the DCT-DWT-SVD
module (random) can perform better with higher over-
all and mixing accuracy than the DCT-DWT-SVD module
(none). This result demonstrates the importance of adopt-
ing random selection.

Finally, Table 5 shows the comparison of the number
of training parameters needed and corresponding overall
accuracy of the five distortion types in CIFAR-10 between
the proposed hybrid DCT-DWT-SVD module and the
MixQualNet [6]. We assume the gating network in the
MixQualNet can obtain the perfect target weights. In other
words, we assume the MixQualNet has the best perfor-
mance.

The column MixQualNet (expanded) means that in the
training stage, all five distortion types of the inputs are
known and are used to train six respective expert networks

Table 4. The accuracy (%) of different random selection stages of
DCT-DWT-SVD module in CIFAR-100.

Module Original (clean)  Overall ~Mixing

DCT-DWT-SVD module 54.68 31.91 30.04
(random)

Random only on DCT 55.11 30.16 28.12
(5 x5~15x15)

Random only on DWT 56.30 30.75 29.53
(Iva~lv.2)

DCT-DWT-SVD module 56.54 20.93 19.47
(none)

Re-training motion blur [2] 59.98 23.45 21.80

VGG-16 (original) 68.29 15.16 13.09

(1 clean + 5 distortions). The column MixQualNet (orig-
inal) means the original MixQualNet proposed by Dodge
and Karam that contains only three expert networks for
clean data, Gaussian noise, and Gaussian blur, respec-
tively. From Table 5, we see that the number of train-
ing parameters in the model trained with the proposed
hybrid DCT-DWT-SVD module is much lower than the
MixQualNet (expanded) and MixQualNet (original), while
maintaining a comparable overall accuracy. This shows the
robustness of the proposed single model trained with the
hybrid DCT-DWT-SVD module, which can resist various
unknown types of distortions and is thus categorized as a
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Table 5. Comparison of training parameters and accuracy between DCT-DWT-SVD module and MixQualNet in CIFAR-10 [6].

DCT-DWT-SVD

MixQualNet (expanded) MixQualNet (original)

Num. of training parameters 15 001 418 (1*VGG-16)

Blind
$63.73%

Type of recognition
Overall accuracy (%)

90 008508 + 98582
= 90107 090 (6*VGG-16

45004254 + 98531
= 45102785 (3*VGG-16 +

+ Gating net.) Gating net.)
non-Blind non-Blind
65.94 51.84

blind method. Note that the overall accuracy of the pro-
posed hybrid DCT-DWT-SVD module is comparable to the
MixQualNet (expanded) which must know all distortion
types of the inputs. The overall accuracy of the proposed
hyrid DCT-DWT-SVD module is higher than the MixQual-
Net (original) because the unknown distortion types of
inputs, like motion blur, salt and pepper noise, and speckle
noise, that are not used in the training phase significantly
reduce the accuracy of the MixQualNet (original).

V. CONCLUSION

This paper has studied different preprocessing methods to
improve the accuracy of CNN on distorted images. We have
proposed a deep neural network based on a hybrid DCT-
DWT-SVD pre-processing module with random selection
at the training stage. Since DCT and DWT capture low-
frequency components and remove high-frequency com-
ponents in a random manner, and SVD performs feature
extraction to enhance features, the proposed deep networks
do not heavily rely on high-frequency details in the target
objects, therefore achieving better accuracy in classifying
distorted (noisy or blurred) images. In addition, we have
verified that random selection not only retains the accuracy
for clean data, but also enhances the accuracy of identifying
high-distortion pictures.

Experimental results have shown that the VGG-16 net-
work trained after the hybrid DCT-DWT-SVD module can
effectively improve the accuracy of images degraded by a
variety of different degrees of distortions. The proposed
hybrid module outperforms the pure DWT method and the
pure DCT method [7], as more diversified high-frequency
and low-frequency features can be captured with random
selection during the training stage. Unlike the traditional
fine-tuning process for specific distortions [5], the pro-
posed hybrid module does not need to fine-tune or re-train,
and only needs to be trained only once. Finally, we have
shown the proposed hybrid module with random selec-
tion is robust to many different types of distortions, without
having to perform noise identification or noise reduction
during testing.
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