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ABSTRACT

This paper describes a method to construct a movable virtual sound
source (VSS) from a linear array of parametric loudspeakers. In the
proposed method, wave field synthesis is used to construct a focused
VSS at any position in air without moving the loudspeakers. The motion
of the VSS can be realized by constructing VSSs successively along the
moving path. Parametric loudspeakers realize a sharp directivity by
exploiting the straightness of ultrasound; therefore, a VSS constructed
by the proposed method is expected to be easy to perceive. Compared
with a VSS constructed from conventional electro-dynamic loudspeakers,
the proposed method can achieve a higher precision when the VSS is
moving parallel to the loudspeaker array.
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1 Introduction

Due to the rapid development of film and video technology in recent years, the
demand is rising for three-dimensional sound field reproduction technologies.
For example, multichannel surround-sound systems [11, 15] have been proposed.
In these systems, electro-dynamic loudspeakers (EDLs) are arranged around
the listener, and virtual sound sources (VSSs) are constructed with amplitude
panning [7, 18] based on human auditory characteristics. In addition to
EDLs, parametric loudspeakers [4, 8, 21] have also been used in surround-
sound systems [12, 22, 26]. The parametric loudspeaker is an application
of a parametric array [8, 28] to reproduce audible sound. It can realize a
sharp directivity by using ultrasound and, therefore, it can be used in audio
spotlights [13, 16, 29], three-dimensional sound field reproduction [14, 17, 25],
and active noise control [27]. Although the reproduced sound of parametric
loudspeakers has drawbacks, such as poor low-frequency reproduction and
harmonic distortion [9, 10, 20], it should be stressed that the sound image
constructed by parametric loudspeakers is sharper than that constructed by
EDLs [12, 22, 26]. In surround-sound systems using EDLs or parametric
loudspeakers, the direction of the VSS can be perceived if the listener stands
at the so-called “sweet spot”; however, these systems have a common drawback
in that the sweet spot is too small for multiple users. Other VSS construction
methods that use the sharp directivity of parametric loudspeakers have been
proposed. For example, VSSs can be constructed using the sound of parametric
loudspeakers reflected by walls or other obstacles [14, 25]. It is easy to construct
a VSS on walls, ceilings, and floors with these methods, but it is difficult to
construct the VSS at an arbitrary position in the air.

We have previously proposed a VSS construction method based on a
focal point formulation using a parametric loudspeaker array (PLA) [17]. In
this method, the PLA is a linear array with a specified interval between
loudspeakers, and the placement angles are controlled with pan-tilt units. A
focused VSS can be constructed in the air by focusing the ultrasound emitted
from the PLA, and the desired radiation characteristics of the VSS can be
reproduced by controlling the power and time delay of the signals emitted
from the PLA. However, the construction of a moving VSS is limited by the
mechanical performance of the pan-tilt units, because they are required to
control the direction of the loudspeakers with rapid speed, high accuracy, and
low noise level. To solve the problems of our previous method, we focused on
wave field synthesis (WFS) technology [1, 6], which is a spatial sound field
reproduction technique based on a physical acoustic model [5]. WFS can be
used to reproduce the target sound field in a different space based on the
signals observed in the target field [6]. Moreover, the desired sound field can
be synthesized with suitable driving functions even if the target field does not
exist.
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In this paper, we propose a method for constructing a movable VSS based
on WFS using PLA. We demonstrated previously that parametric loudspeakers
can be used as secondary sound sources in sound field reproduction based on
WFS [19]. In this study, we used parametric loudspeakers as the secondary
sound sources in WFS and constructed a focused-point sound source between
the PLA and the listener. The motion of the VSS is realized by switching the
driving functions in time frames [3], and crossfade processing is performed to
smoothen the auditory perception of the motion. We also carried out evaluation
experiments with constructed stationary and moving VSSs to demonstrate the
effectiveness of the proposed method.

2 Proposed VSS Construction Based on WFS using PLA

In this paper, we propose a construction method for movable VSSs based on
WFS using a linear PLA. An overview of the proposed method is shown in
Figure 1. As shown in Figure 1, the processing of the proposed method can
be divided into two steps. In Step 1, driving filters are designed to construct a
VSS with the WFS method at positions along the desired moving path. In
Step 2, output signals are generated with the target audible sound vS(t) and
driving filters designed in Step 1. The VSS motion is realized with cross-fade
processing, which switches driving filters for each position along the moving
path.

Figure 1: Overview of the proposed method.

In Figure 1, the constructed VSS moves from the initial position rs0 =

[xs0 , ys0 ]
T to the final position rsN−1

=
[
xsN−1

, ysN−1

]T. If a uniform rectilinear
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motion is assumed, a typical position along the moving path, rsn = [xsn , ysn ]
T

(n = 0, 1, 2, · · ·N − 1), can be expressed by the following:

rsn =

[
xs0 +

xsN−1
− xs0

N − 1
n, ys0 +

ysN−1
− ys0

N − 1
n

]T
. (1)

Section 2.1 describes the design of driving functions with WFS. Section
2.2 explains the construction of a moving VSS with the proposed method.

Figure 2: Orthogonal coordinate system in two-dimensional wave field synthesis.

2.1 Driving Function Design for VSS Construction

2.1.1 WFS Model Definition

In the proposed method, we use two-dimensional WFS to construct a movable
VSS in the xOy plane, and the coordinate system is shown in Figure 2. In the
half-space y > 0, the following holds:

P (r, ω) =

∫ ∞

−∞
D2D(r0, ω) ·G2D(r − r0, ω)dx0, (2)

where P (r, ω) denotes the sound pressure of angular frequency, ω = 2πf (f
denotes the frequency) at position r = [x, y]

T, D2D(r0, ω) denotes the two-
dimensional driving function of a secondary sound source at r0, and G2D(·)
denotes the two-dimensional Green’s function. The driving function D2D(r0, ω)
can be obtained with the Rayleigh integral of the first kind, which is given by

D2D(r0, ω) = 2
∂

∂y
S(r, ω)

∣∣∣∣
r=r0

, (3)

where S(r, ω) denotes the wavefront of the VSS. Green’s function G2D(r−r0, ω)
can be expressed as

G2D(r − r0, ω) =
j

4
H

(2)
0 (k |r − r0|) , (4)
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where j =
√
−1 denotes the imaginary unit, H(2)

0 (·) denotes the zero-order
Hankel functions of the second kind, and k denotes the wavenumber.

In the proposed method, we construct a focused sound source as VSS. As
shown in Figure 3, the sound field converges in one half-space towards the
focal point and diverges in the other half-space. The wavefront of focused
sound source at rsn can be given as

S(r, ω) =
j

4
H

(1)
0

(ω
c
|r − rsn |

)
, (5)

where c denotes the speed of sound and H
(1)
0 (·) denotes the zero-order Hankel

functions of the first kind.

Figure 3: Concept of focused sound source.

Equation (5) is substituted into Equation (3) to expand the driving function
for VSS construction at rsn as

Dn2D(r0, ω) = −g0
jk

2

y0 − ysn
|r0 − rsn |

H
(1)
1 (k |r − rsn |) , (6)

g0 =
√
2π |yref − y0|, (7)

where H
(1)
1 (·) denotes the first-order Hankel functions of the first kind and yref

denotes the distance from the secondary sound source to the reference line.

2.1.2 Discretization of Driving Functions

Discretization of the secondary sound source can be realized by spatially
sampling the driving functions [23]. The discrete driving functions can be
expressed as

Dndis
(r0, ω) = Dn2D

(r0, ω) ·
∞∑

i=−∞
δ (x− i∆x) , (8)
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where δ(·) denotes the Dirac delta function and ∆x denotes the interval of
secondary sound sources. The wavenumber-domain expression of the driving
function can be obtained by a spatial Fourier transform:

D̃ndis
(kx, ω) =

∞∑
i=−∞

D̃n2D

(
kx − 2πi

∆x
, ω

)
, (9)

where kx denotes the wavenumber on the x-axis.
The wavenumber spectra of driving functions without discretization

D̃n2D
(kx, ω) and with discretized driving functions D̃ndis

(kx, ω) are shown
in Figure 4(a) and (b). In Figure 4(b), it can be seen that spatial aliasing
occurs when the secondary sound sources are replaced with loudspeakers.
The spatial aliasing frequency falias =

c
2∆x is 0.85 kHz under this condition.

To eliminate the spatial aliasing in the band above falias, local sound field
synthesis [2] is carried out. The wavenumber spectra of the processed driving
functions are shown in Figure 4(c). The wavenumber-domain driving functions
D̃ndis

(kx, ω) are converted to frequency-domain driving functions Dndis
(ri, ω)

by inverse spatial Fourier transform.

Figure 4: Wavenumber spectra of driving functions. (a) No discretization; (b) Discretized
with ∆x = 0.2 m; (c) Discretized with ∆x = 0.2 m using local sound field synthesis.

Finite-length truncation is then carried out by applying a rectangular
window to the secondary sound sources [24]. The truncated driving functions
can be shown as

Dn(ri, ω) = Dndis
(ri, ω) ·

{
1 if − I ≤ i ≤ I,

0 otherwise,
(10)

where i = −I,−I+1, · · · I denotes the loudspeaker index. Due to the truncation
error, the area where the sound field can be reproduced is limited, as shown in
Figure 5.

Finally, the frequency-domain driving functions Dn(ri, ω) are converted to
time-domain driving functions dn(ri, t) by inverse discrete Fourier transform,
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Figure 5: Sound field reproduction area after truncation.

which can be expressed as

dn(ri, t) = IDFT[Dn(ri, ω)], (11)

where IDFT[·] denotes the inverse discrete Fourier transform. These designed
driving functions dn(ri, t) are used in moving VSS construction in Step 2.

Figure 6: Concept of frame segmentation in the proposed method.

2.2 Moving VSS Construction with the Proposed Method

To realize VSS motion, the audible sound vS(t) is first divided into frames
vSn

(t) (n = 0, 1, · · ·N − 1) with frame length L and overlap length M , as
shown in Figure 6. A certain frame vSn

(t) can be obtained by

vSn
(t) = vS(t+ nL). (12)

Frame vSn(t) with index n corresponds to the audible sound reproduced by
a VSS with position vector rSn

; therefore, it should be convolved with corre-
sponding driving functions. The audible sound reproduced from a loudspeaker
at ri in an n-indexed frame can be expressed as

v̂Sn
(ri, t) = vSn

(t) ∗ dn(ri, t), (13)

where ∗ denotes the convolution operator. The frames of audible sound
reproduced from a certain loudspeaker can be integrated under crossfade
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Figure 7: Concept of crossfade processing in the proposed method.

processing, as shown in Figure 7. The crossfade-processed frames can be
expressed as

vSn
(ri, t) = v̂Sn

(ri, t) · wCF(n, t), (14)

where the crossfade coefficients wCF(n, t) can be given as

wCF(n, t) =


t

M−1 if 0 ≤ t ≤ M, 1 ≤ n ≤ N − 1

1− t
M−1 if L ≤ t ≤ L+M, 0 ≤ n ≤ N − 2

1 otherwise.
(15)

The integrated signal vS(ri, t) for a loudspeaker at ri can be obtained as

vS(ri, t) =

N−1∑
n=0

vSn(ri, t− nL). (16)

Finally, the audible sound is converted into ultrasound by amplitude
modulation and emitted from the linear PLA. The modulated wave using
single sideband modulation can be given as

vAM(ri, t) = vC(t) +mvS(ri, t)vC(t) +mv′S(ri, t)v
′
C(t), (17)

where v′S(ri, t) denotes the signal vS(ri, t) after a phase shift of π/2 and v′C(t)
denotes the signal vC(t) after a phase shift of π/2. After this processing, the
modulated wave is emitted from each parametric loudspeaker in the linear
PLA.

3 Evaluation Experiments for Stationary VSS Construction

To demonstrate the effectiveness of the proposed method, we carried out
evaluation experiments for constructing a stationary VSS. The synthesis of
wavefronts when using WFS with PALs was confirmed in our previous work
[19]; therefore, we focused on the sound pressure distribution to confirm
whether a VSS had been constructed. Moreover, we measured the inter-aural
level difference (ILD) and inter-aural cross correlation (IACC) to evaluate the
perception of a VSS.
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3.1 Objective Evaluation of Sound Pressure Distribution

The experimental conditions and equipment are listed in Tables 1 and 2,
respectively. The experimental setup is shown in Figure 8. A linear PLA
consisting of 23 parametric loudspeakers positioned at intervals of 0.15 m was
used in the experiments. The reference line was set at y = 2.5m. Under this
arrangement, the theoretical spatial aliasing frequency was 1.143 kHz. Because
the local sound field synthesis [2] was used for spatial aliasing elimination, a
wideband white noise of 0–8 kHz was used as the sound source. In Figure 8,
microphones are placed at intervals of 0.2m in the x -axis and 0.25m in the
y-axis. We set 3 patterns for the VSS position at (0, 1.0), (0, 1.5), and (−0.5,
1.0), as shown in Figure 8. We also prepared two cases of the VSS construction
method in addition to the proposed method: “Real” stands for constructing
the VSS by placing an EDL (FOSTEX, FE83En) at the VSS position and
“EDL-WFS” stands for constructing the VSS with EDLs instead of the PLA. In
the EDL-WFS case, the arrangement of EDLs is the same as the arrangement
of parametric loudspeakers, and the signals expressed by Equation (16) are
emitted from corresponding EDLs.

Table 1: Experimental conditions.

Reverberation time T60 = 650 ms
Ambient noise level LA = 32.5 dB
Temperature/humidity 20.3 ◦C/64.7 %
Sampling 96 kHz/24 bits

Table 2: Experimental equipment.

Audio interface RME, MADIface USB
AD converter RME, M-32 AD
DA converter RME, M-32 DA
Microphone amplifier THINKNET, MA-2016C
Microphone SONY, ECM-88B
Power amplifier YAMAHA, IPA 8200
Parametric loudspeaker Tristate, K02815
Electro-dynamic loudspeaker Pinbotronix, AT37YF2655MUI5112

In this experiment, the sound pressures at microphone positions were
calculated from the observed signals, as expressed by the following:

Pob(r) = 10 log10

(
1

T

T−1∑
t=0

s2ob(r, t)

)
, (18)
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Figure 8: Setup for the experiment on sound pressure distribution.

where Pob(r) denotes the observed sound pressure at position r and sob(r, t)
denotes the observed audible signal at position r. Note that, in the proposed
method case, the observed signal includes ultrasound; therefore, a low-pass
filter was used to cut the inaudible band before the calculation of Equation (18).

The normalized results for the sound pressure distribution are shown in
Figure 9. The cross mark in each panel of Figure 9 shows the position of the
constructed VSS, rS. It can be confirmed that both the proposed method and
EDL-WFS concentrated the sound pressure at the VSS position. Figure 9(b),
(e), and (h) show that the sound pressure attenuates as y increases, which is
a typical phenomenon for EDLs. In contrast, Figure 9(c), (f), and (i) show
that the sound pressure increases and then decreases as y increases. This can
be explained by the energy accumulation of the demodulated sound in the
self-demodulation of the parametric loudspeaker. It can also be seen that the
proposed method achieves a significant sound pressure difference along the
x-axis, which implies that the proposed method can lead to high precision in
the sound image localization in the x-axis direction. Because the proposed
method shows a concentration pattern of sound pressure at the VSS position,
and a radiation pattern of sound pressure in the area y > yS, the proposed
method is confirmed to realize VSS construction.

3.2 Objective Evaluation of Sound Image Localization

The experimental results in Section 3.1 suggest that the proposed method may
achieve high precision in sound image localization; therefore, we measured
the ILD and IACC of each sound field. The experimental conditions and
equipment were almost the same as those shown in Tables 1 and 2.

To measure the ILD, a binaural microphone (NEUMANN, KU-100) was
placed at intervals of 0.5 m along both the x-axis and y-axis. The ILD can
be calculated as the difference in sound pressure between the left and right
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Figure 9: Experimental results for sound pressure distribution.

channels of the binaural microphone, which can be expressed as

ILD(r) = 10 log10

(
T−1∑
t=0

s2ob,L(r, t)

)
− 10 log10

(
T−1∑
t=0

s2ob,R(r, t)

)
, (19)

where sob,R(r, t) denotes the signal observed by the right channel of the
binaural microphone placed at r and sob,L(r, t) denotes the signal observed
by the left channel of the binaural microphone placed at r.

The experimental results for the ILD distribution are shown in Figure 10.
As in Figure 9, cross marks show the positions of the constructed VSS, rS. It
should be noted that in this experiment, the binaural microphone faced the
loudspeaker array; therefore, the right channel of the binaural microphone
had a lower x-coordinate value than did the left channel. In the area x < xS,
the left channel of the binaural microphone was closer to the VSS; therefore,
the ILD value was expected to be positive. In contrast, in the area x > xS,
the ILD value was expected to be negative. It was confirmed that both the
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Figure 10: Experimental results for ILD distribution.

proposed method and EDL-WFS show a similar tendency to that of the Real
case. Therefore, both the proposed method and EDL-WFS can approximately
reproduce the ILD characteristics of Real.

When measuring the IACC, a binaural microphone (Neumann, KU-100)
was set at rref = [0 2.5]T and at rS. The IACC can be calculated as follows:

IACC(r) = max
τ

|IACF(r, τ)|, (20)

IACF(r, τ) =

∑T−1
t=0 sob,R(r, t)sob,L(r, t+ τ)√∑T−1

t=0 sob,R(r, t)sob,L(r, t)
. (21)

A higher IACC value indicates a more focused sound image; therefore, the
IACC can be used to evaluate the precision of sound image localization.

The results for the IACC measured at yref are shown in Table 3, and
the results for the IACC measured at yS are shown in Table 4. It can be
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Table 3: Experimental results for the IACC measured at rref .

VSS position Real EDL-WFS Proposed

(0, 1.0) 0.73 0.50 0.97
(0, 1.5) 0.85 0.53 0.98
(−0.5, 1.0) 0.44 0.13 0.39

Table 4: Experimental results for the IACC measured at rS.

VSS position Real EDL-WFS Proposed

(0, 1.0) 0.90 0.69 0.96
(0, 1.5) 0.58 0.62 0.97
(−0.5, 1.0) 0.92 0.72 0.97

confirmed that the proposed method achieved a higher IACC than EDL-WFS
did in all cases. This can be explained by the parametric loudspeaker having
a sharper directivity than EDL; therefore, the indirect sound energy in the
observed signals was lower in the proposed method than in EDL-WFS. The
proposed method achieved a higher IACC than Real did, which indicates that
the VSS constructed by the proposed method is easier to localize along the
x-axis compared with the real sound source.

3.3 Subjective Evaluation on Sound Image Perception

To confirm whether humans can perceive the sound image of the VSS con-
structed by the proposed method, we also carried out subjective evaluation
experiments. The experimental conditions and equipment were almost the
same as those shown in Tables 1 and 2. Six participants (three females and
three males) were asked to sit at rref = [02.5]T, face the PLA, and keep their
eyes closed. VSSs were constructed with 2 parameters: distance and direction.
The distance was set to 1.0, 1.5, and 2.0m, while the direction was set to 0,
±15, and ±30 deg. Then, 15 stimuli patterns were given in random order, and
each pattern was given twice. The participants were required to answer the
sound’s perceived distance and direction separately. Wideband white noise of
0–8 kHz was used as the sound source, which is the same as that used in the
objective evaluation.

The results for the perceived distance and direction are shown in Figures 11
and 12, respectively. The proposed method reached the same level in distance
perception and a lower level in direction perception compared to EDL-WFS.
However, when we collected the correct answer rate for both the distance
and direction, we obtained the results as Real: 76.6%; EDL-WFS: 47.0 %;
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Figure 11: Experimental results for distance perception of sound images.

Figure 12: Experimental results for direction perception of sound images.

Proposed: 50.6 %. Therefore, we confirmed that the proposed method reaches
a precision similar to that of EDL-WFS in the perception of sound images.

4 Evaluation Experiments for Moving VSS Construction

Because our objective was to develop a movable VSS construction method,
we also evaluated the perception when a moving VSS was constructed. We
prepared six cases of VSS motion for the following experiments, as shown in
Figure 13. Cases I, II, and III are motions along the x-axis, while cases IV,
V, and VI are motions along the y-axis. In each case, the VSS was moved in
a uniform rectilinear motion for 3.3 s, which produced N = 11 frames. The
sound image localization when the VSS was moving along the x-axis was easy
to evaluate because the direction to the observation position changes as the
VSS moves. However, the localization is difficult to evaluate when the VSS
was moving in the y-axis direction because the direction to the observation
position remained unchanged as the VSS moved. Therefore, in the objective
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Figure 13: Motion of the moving VSSs.

evaluation of sound image localization, we only evaluated cases I, II, and III.
In the subjective evaluation of motion perception, we evaluated all six cases.

4.1 Objective Evaluation of Sound Image Localization

In this experiment, a binaural microphone (NEUMANN, KU-100) was set at the
observation position in Figure 13, which is the same position as rref = [02.5]T

in Section 3.2. The other experimental conditions and equipment are the same
as those shown in Tables 1 and 2. The ILDs and IACCs for cases I, II, and III
were calculated from the observed signals with the same procedures described
in Section 3.2.

The ILD transitions are shown in Figure 14. The horizontal axis denotes the
x-coordinate of the moving VSS, and the vertical axis shows the corresponding
ILD result. It was confirmed that when x < 0, the VSS was constructed on the
right hand of the observation position, resulting in a negative ILD value. It
was also confirmed that the proposed method achieved a much more significant
transition around x = 0 than Real and EDL-WFS did. This result can be
explained by the sharp directivity of the PLA, and it implies that the proposed
method may lead to a precise perception of the sound image. Moreover, it can
be seen that when the VSS was constructed far from the observation position
(x < −0.5 or x > 0.5), the proposed method shows a less significant ILD. This
can also be explained by the sharp directivity of the PLA. When the VSS
was constructed far from the observer, the parametric loudspeakers near the
VSS position emitted more power; however, only a little power reached the
observation position due to the sharp directivity of the PLA.

The IACC transitions are shown in Figure 15. The horizontal axis de-
notes the x-coordinate of the moving VSS, and the vertical axis shows the
corresponding IACC result. It was confirmed that in cases I, II, and III, the
proposed method achieved a much higher IACC value than the EDL-WFS



16 Geng et al.

Figure 14: Experimental results for the ILD transition.

Figure 15: Experimental results for the IACC transition.

case, which implies that the direction of the VSS constructed by the proposed
method is more accurate than that of EDL-WFS. It can also be seen that
when the VSS was constructed far from the observation position, the proposed
method reached a higher IACC than did the Real case. However, when the
VSS was constructed near the observation position, the proposed method
achieved a lower IACC than Real did. This can be explained by the fact that
in the Real method for Case III, the direct sound is much louder than the
indirect sound because the loudspeaker is set near the observation position.
Although the parametric loudspeaker has a sharp directivity, the PLA was
set 2.5m away from the observation position, which leads to more indirect
sound and a lower IACC. The ILD and IACC results demonstrate that the
VSS moving along the x-axis constructed by the proposed method can be
perceived.

4.2 Subjective Evaluation of Motion Perception

To confirm that humans can perceive the motion of the VSS constructed by the
proposed method, we carried out additional subjective evaluation experiments
on this aspect. The experimental conditions and equipment were almost the
same as those shown in Tables 1 and 2. As in the experiment described in
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Section 3.3, three females and three males participated in this experiment. The
participants were asked to identify the start position and end position of the
VSS. The six stimulus patterns were given in random order, and each pattern
was given twice. We defined the presented start position and end position as
rP,S = [xP,S yP,S]

T and rP,E = [xP,E yP,E]
T, and defined the identified start

position and end position as rO,S = [xO,S yO,S]
T and rO,E = [xO,E yO,E]

T,
respectively. The error of the perceived distances moved along the x-axis and
y-axis can be calculated as:

Edisx = ||xO,E − xO,S| − |xP,E − xP,S|| , (22)
Edisy = ||yO,E − yO,S| − |yP,E − yP,S|| . (23)

A smaller value suggests a higher precision in the perceived moving distance
of the VSS. The error of the perceived positions along the x-axis and y-axis
can be calculated as

E∆x =
|xO,E − xO,S|+ |xP,E − xP,S|

2
, (24)

E∆y
=

|yO,E − yO,S|+ |yP,E − yP,S|
2

. (25)

A smaller value suggests a higher precision in the perceived position of the
VSS.

The results for the errors of the perceived moving distance are shown in
Figure 16, and the errors of the perceived position are shown in Figure 17.
Figures 16(a) and 17(a) confirm that the proposed method achieved a precision
higher than that of EDL-WFS and Real in both the perceived moving distance
and the perceived position when constructing a VSS moving along the x-
axis. In contrast, Figures 16(b) and 17(b) confirm that the proposed method
achieved a precision lower than that of EDL-WFS and Real in both the
perceived moving distance and the perceived position when constructing a
VSS moving along the y-axis. These conclusions correspond to the conclusions
of other experiments reported in this paper. Compared with EDL-WFS, the

Figure 16: Experimental results for the error of the perceived moving distance.
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Figure 17: Experimental results for the error of the perceived positions.

observed sound of the proposed method includes less indirect sound because
of the sharp directivity of the PLA. Therefore, the VSS motion along the
x-axis is easy to perceive, which leads to the high precision of the proposed
method in the x-axis motion. The VSS is perceived near the observation
position when it moves along the y-axis, which leads to the low precision of the
proposed method in the y-axis motion. The evaluation results demonstrated
that the proposed method can construct a moving VSS with higher precision
in the x-axis but a lower precision in the y-axis compared with conventional
EDL-WFS.

5 Conclusion

In this paper, we proposed a movable VSS construction method based on WFS
using a linear PLA. In the proposed method, driving functions are designed
based on the WFS theory to achieve the desired VSS position. During the
construction of a moving VSS, the motion path is divided into several positions,
and the processed signals are then integrated with crossfade processing. To
demonstrate the effectiveness of the proposed method, we carried out objective
evaluation experiments on the sound pressure distribution, ILD, and IACC.
We also carried out subjective evaluation experiments on the sound image
localization. The experimental results demonstrate that the proposed method is
able to produce a stationary VSS or a moving VSS. Compared with conventional
WFS using EDLs, the proposed method has lower precision when the VSS
is moving vertically with respect to the loudspeaker array, but it has higher
precision when the VSS is moving parallel to the loudspeaker array.

In the future, we will take the influence of the PLA’s sharp directivity
into consideration when designing the driving functions. For example, we will
consider the ratio of direct sound and indirect sound to improve the perception
of a VSS. Because the proposed method is superior to the WFS using EDLs
when the VSS moves parallel to the loudspeaker array, we will also consider
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combining parametric loudspeakers and EDLs to construct a VSS with higher
precision in both the parallel and vertical directions.
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