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ABSTRACT

Developing a successful dialogue policy for a multi-domain task-oriented
dialogue (MDTD) system is a challenging task. Basically, a desirable
dialogue policy acts as the decision-making agent who understands the
user’s intention to provide suitable responses within a short conversation.
Furthermore, offering the precise answers to satisfy the user require-
ments makes the task even more challenging. This paper surveys recent
advances in multi-domain task-oriented dialogue policy optimization
and summarizes a number of solutions to policy learning. In particular,
the case study on the task of travel assistance using the MDTD dataset
based on MultiWOZ containing seven different domains is investigated.
The dialogue policy optimization methods, categorized into dialogue
act level and word level, are systematically presented. Moreover, this
paper addresses a number of challenges and difficulties including the
user simulator design and the dialogue policy evaluation which need
to be resolved to further enhance the robustness and effectiveness in
multi-domain dialogue policy representation.
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1 Introduction

Task-oriented dialogue system is a type of conversational system designed to
fulfill user goals within specific domains in a limited number of conversation
turns. In contrast to open-domain dialogue system, which functions as a
chit-chat style via a chatbot without any pre-defined domains, task-oriented
dialogue system operates within the pre-defined domains in which specific
goals are engaged in a step-by-step conversation. In recent years, there has
been significant progress in the development of task-oriented dialogue systems.
From only handling one domain like a flight booking, the dialogue system has
evolved to encompass multi-domain capability, allowing the system to handle
various domains such as the bookings of hotel, restaurant and taxi. In order to
satisfy the user goals for various domains, designing a multi-domain dialogue
policy plays a vital role.

Basically, dialogue policy works as a decision-making component which
is trained to determine the system response given the user input. In ev-
ery conversation turn, dialogue policy should generate an appropriate re-
sponse that aligns with the user input. Once the dialogue policy generates
a wrong response, the conversation may potentially be disrupted. Some-
times, the problem is even more complicated in the case of multi-domain
dialogue tasks where a single dialogue may contain a huge size of possible
combinations of user intentions from different domains. For example, in a
multi-domain dialogue scenario, a user may request an Italian restaurant
reservation in the initial conversation turn, then ask about a 5-star hotel
located nearby the Italian restaurant. In another case, a user may ask about a
train schedule at the beginning, then ask about the ticket price of a specific
attraction.

Due to the complexity in dialogue turns under multiple domains, while
the recent well-known large language models (LLMs) have shown promising
performance in the open-domain dialogue like chit-chat, LLMs still could not
optimally cope with the multi-domain task-oriented dialogue if the models
are simply trained according to a standard autoregressive objective, i.e. only
predicting the next word. Different from the open-domain dialogue, task-
oriented dialogue system aims to satisfy user specific goals within a small
number of conversation turns. The answer for each user query is much
more limited when compared with the open-domain dialogue task in which the
dialogue policy may explore different responses to enhance user engagement. As
a consequence, a delicate dialogue policy is required to handle the complicated
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dialogue flow in a task-oriented dialogue. In general, there are two levels of
approaches to the task-oriented dialogue policy learning. First is the dialogue
act (DA)-level [33, 81, 96] and the second is the word-level dialogue policy [16,
61, 102, 116].

In general, DA-level dialogue policy outputs the system dialogue act (e.g.
‘Hotel-Inform’:[‘area’, ‘centre’]) in every conversation turn. The output of DA-
level dialogue policy is then transformed by the natural language generation
(NLG) component [62] to be a readable sentence. DA-level policy learning is
commonly optimized by using reinforcement learning (RL) methods by lever-
aging the trajectories which are stored in the replay buffer in a dialogue task.
The trajectories are defined as the conversation history between a dialogue
agent and a simulated user with the corresponding reward in every turn. A
simulated user can be built by using an agenda-based policy [84, 87] or a
neural network model which is trained by using the provided dataset [75].
The replay buffer will be updated by following the first-in-first-out strategy.
Another approach is to employ the offline RL which is an optimization method
that totally relies on the dataset. There are two directions of offline RL. The
first one is to estimate the dialogue policy by only using the dataset. The
second one is to estimate the reward function in an inverse RL optimiza-
tion, since the reward function in dialogue policy optimization is prone to
be sparse.

Meanwhile, word-level dialogue policy is another kind of dialogue pol-
icy that conducts a sequence of actions by selecting a string of words as a
readable sentence. Essentially, the word-level dialogue policy combines the
components of dialogue policy and natural language generation. There are
two distinct learning approaches within this dialogue policy framework. The
first approach is to train an encoder-decoder model. The encoder aims to
extract meaningful features from user input which are then concatenated
with the belief state and information from the database to serve as the input
for the decoder. The encoder can be built by using either recurrent neu-
ral network [83] or transformer-based model like BERT [24]. The second
approach is to use the transformer-based decoder such as the GPT-2 [76]
model. In this approach, the transformer-based decoder is actually optimized
to represent all of the dialogue system components ranging from natural lan-
guage understanding (NLU) to NLG. However, to some extent, this approach
can be considered as the word-level dialogue policy if the belief state is es-
timated by another model or the ground-truth belief state is given during
evaluation.1

1As shown on the MultiWOZ benchmark [4], the dialogue policy evaluation involves the
transformer-based decoder conditioned on the ground-truth belief state.
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Unfortunately, optimizing the dialogue policy performance is very chal-
lenging [15]. Either DA-level or word-level policy has its advantages and
disadvantages. In DA-level policy, some recent methods [34, 81, 96] have
shown a promising performance in the end-to-end system evaluation for
multi-domain task-oriented dialogue. However, the sentences generated from
the system using DA-level policy sometimes are not as natural as expected
since such a policy relies on a template-based NLG to transform the dia-
logue acts into the corresponding sentences. Furthermore, it is challenging
to design a proper simulated user that can mimic humans in the real im-
plementation and exploit a reward function that can generate meaningful
feedback in each conversation turn during RL optimization. On the other
hand, the word-level policy, which is able to generate diverse responses [13]
due to the utilization of LLMs such as the generative pre-trained transformer
(GPT) [76], suffers from the issue of computational cost. Furthermore, several
complicated pre-processing and post-processing stages must be carried out
to pave an avenue to implement a task-oriented dialogue system based on
LLMs [67].

Based on the aforementioned analysis, this paper surveys the recent ad-
vances in the multi-domain task-oriented dialogue (MDTD) policy optimization
covering both DA-level policy and word-level policy. In contrast to the pre-
vious surveys on task-oriented dialogue management [23, 53] which either
provide an overview of dialogue policy learning by RL methods or survey on
the approaches to shortcomings of dialogue management models, this survey
specifically focuses on the recent advances in dialogue policy learning within
the context of MultiWOZ dataset [4] where both DA-level and word-level
policy learning methods are systematically included in the evaluation. The
MultiWOZ dataset is considered as the most challenging dataset among various
datasets for MDTD task. Moreover, this survey encompasses a wide range
of methodologies beyond RL-based approaches for dialogue policy. The sur-
veyed methodologies in this paper are presented chronologically based on their
publication year and categorized according to their optimization approaches.
Additionally, this survey highlights the open problems and challenges that
should be addressed in future research. These highlights include designing
the simulated users, enhancing the robustness of multi-domain dialogue poli-
cies, and establishing the standardized evaluation settings to facilitate fair
performance comparison across different models.

This paper is structured as follows. In Section 2, an overview of the multi-
domain task-oriented dialogue system is addressed, including the problem
definition and the optimization approaches. Sections 3 and 4 describes different
policy learning strategies for multi-domain task-oriented dialogue which are
categorized in DA-level policy and word-level policy, respectively. Next, a
number of main challenges and difficulties are pointed out as mentioned in



Multi-Domain Task-Oriented Dialogue Policy Optimization 5

Section 5. At last, Section 6 addresses the conclusions and future works drawn
from this study.

2 Multi-Domain Task-Oriented Dialogue System

Different from open-domain dialogue system that focuses on sentence genera-
tion task, multi-domain task-oriented dialogue system is designed to understand
and satisfy user goals across different domains, for example find the nearest
restaurant from the hotel that has been recommended in the previous con-
versation turn. In order to achieve such user goals, the conversation between
user and system should be driven in a more systematic way which is more like
step-by-step conversation until achieving the final goal instead of free-flowing
conversation like chit-chat. In the MDTD task, the dialogue system is not
required to have broad knowledge capability. Instead, MDTD system is ex-
pected to excel in specific domains. The strength of MDTD system lies in its
ability to handle those particular domains which have been included during
training. Table 1 provides a summary of the differences between open-domain
dialogue system and MDTD system.

Table 1: Summary of the differences between open-domain dialogue (ODD) system and
multi-domain task-oriented (MDTD) system over different metrics.

ODD MDTD
domain no specific domain well-defined multiple domains

capability broad knowledge but lack
of domain-specific capability

capable only on
the specific domains

dialogue flow free-flowing dialogue goal-driven dialogue
task language generation goal accomplishment

2.1 Performance Evaluation Tasks

In recent years, MDTD tasks have gained high attention due to the development
of the datasets which sufficiently reflect the real-world scenarios. Among those
publicly available datasets, MultiWOZ is the most popular dataset for MDTD
task. MultiWOZ is specifically designed as the travel assistant task offering
rich features. It comprises 7 different domains, 13 intents, 25 slot types,
10,483 dialog sessions, and a total of 71,544 conversation turns. This extensive
dataset results in a large search space, encompassing all possible combinations
of user intentions from different domains. The data collection process for
MultiWOZ involved human-to-human interactions, ensuring a realistic dialogue
setting. Although MultiWOZ is not the largest dataset in terms of data size,
the popularity of MultiWOZ is assured due to its comprehension in label
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Table 2: Summary of the differences among different MDTD datasets. H2H and M2M refer
to human-to-human and machine-to-machine, respectively. English (En) and Chinese (Zh)
are included. Different virtual assistants and labels are considered.

Name Task-Language Method Size Label Information

MultiWOZ
[4]

Specific to
Travel assistant-En

H2H
- 7 domains
- 13.68 turns/dialogue
- 13.18 tokens/turn

- Dialogue states
- System dialogue acts
- User dialogue acts (ConvLab)
- Database
- User goals

Taskmaster
[5]

General
Virtual assistant-En

H2H
- 6 domains
- 22.9 turns/dialogue
- 8.1 tokens/turn

- API calls and arguments

SGD
[78]

General
Virtual assistant-En

M2M
- 20 domains
- 20.44 turns/dialogue
- 9.75 tokens/turn

- Schema-guided dialog states
- User dialogue acts
- System dialogue acts
- Services

CoSQL
[111]

Specific to database
retrieval assistant-En

H2H
- 138 domains
- 22.9 turns/dialogue
- 8.1 tokens/turn

- SQL queries
- User dialogue acts
- Database
- Query goals

CrossWOZ
[117]

Specific to
Travel assistant-Zh

H2H
- 5 domains
- 16.9 turns/dialogue
- 16.3 tokens/turn

- Dialogue states
- System dialogue acts
- User dialogue acts (ConvLab)
- Database
- User goals

information. This dataset offers the detailed domain-specific labels, intents,
and slot types, which are crucial to train a model for MDTD task. The
availability of such label information allows the model to be specialized to
become an expert in specific domains. Table 2 shows a comparison over
different MDTD datasets in terms of task, language, method, size and label
information.

In general, a multi-domain task-oriented dialogue system is built with
different components ranging from natural language understanding, dialogue
state tracking (DST), dialogue policy and natural language generation. Figure 1

Figure 1: An overview of multi-domain task-oriented dialogue system. A user may mention
more than one domain in the conversation.
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shows an illustration of MDTD system consisting of these components. This
general setting is seen as a pipeline dialogue system in which each component
can be optimized individually or jointly by involving two different components
like dialogue policy and NLG. In this pipeline setting, each dialogue component
has its own functionality. The NLU aims to predict current user dialogue
acts conditioned on the conversation history or context. The model called
bidirectional encoder representations from transformer (also known as the
BERT) [24] is mostly used to act as the NLU component. Next, DST is a
component which determines the user’s intention in every conversation turn.
The state of the conversation is expressed as a collection of pairs that associate
a slot with a value. Typically, DST is optimized by using the classification
objective where the model is trained to predict the slot-value pairs which are
given in a pre-defined ontology. BERT-based models have shown convincing
performance in the DST optimization [51, 112]. Meanwhile, the dialogue
policy serves as the brain of the system which determines the system action
given the user utterances. Dialogue policy basically produces the system
dialogue act (DA) that is subsequently transformed as a readable sentence by
the NLG component. Such a setting is designed to implement the DA-level
policy which is commonly optimized by using RL algorithms [29, 49, 68, 86].
For the NLG component, the current popular methods are implemented as
a kind of template-based NLG where the system dialogue act was expressed
by a natural sentence through the pre-defined rules. Another approaches
are the semantically conditioned long short-term memory (LSTM) [60] and
GPT [73] which were exploited for sequence labeling and sentence generation,
respectively.

2.2 Performance Comparison with ChatGPT

Instead of training dialogue policy and NLG components independently, alter-
native approaches have been developed to focus on training them jointly. This
kind of dialogue policy is called the word-level dialogue policy. In this case, the
dialogue policy directly generates a coherent sentence, making the action space
of the policy correspond to the vocabulary size rather than a set of system
dialogue acts. Autoregressive optimization is the most common method to
train this word-level dialogue policy. At the beginning, most of the approaches
were built through the recurrent neural networks [83]. However, due to the
emerging transformer model [100] that has shown remarkable performance in
various natural language processing (NLP) tasks, the research direction to
train word-level dialogue policy is shifted to utilize either transformer encoder
such as BERT [24] or transformer decoder such as GPT-2 [76]. Even though
most GPT-2-based solutions were intended to represent all components in
the task-oriented dialogue system by a single model, these approaches were
still categorized as a kind of word-level dialogue policy. For example, in the
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Table 3: Performance comparison between traditional learning methods and prompt learning
methods by using ChatGPT or GPT-3.5 in the MultiWOZ dataset.

Model Inform Success BLEU Combined
Traditional Learning

DAMD [115] 57.90 47.60 16.40 84.80
AuGPT [52] 76.60 60.50 16.80 85.40
SOLOIST [71] 81.70 67.10 13.60 88.00
UBAR [109] 83.40 70.30 17.60 94.40
GALAXY [39] 85.40 75.70 19.64 100.20
Prompt Learning

ChatGPT 66.70 54.70 6.96 66.66
GPT-3.5 [70] 82.00 72.50 9.22 86.47

MultiWOZ evaluation,2 when the model is given by the ground-truth belief
state, this model is learned to act as a dialogue policy.

Amid the hype surroundings of ChatGPT or GPT-3.5 [70] due to their
breakthrough performance in solving various NLP tasks by only using prompt
tuning or learning [7, 63, 108], several works have sought to assess their
capability in the MultiWOZ dataset. The first study was done in [2] which
evaluated the quality of the response generation using ChatGPT in two different
ways. The first approach involved the few-shot prompts with the access to the
oracle system dialogue acts, while the second approach utilized the in-context
learning. Subsequent work [114] aimed to enhance the performance of ChatGPT
by designing multiple prompt functions such as DST and policy prompter.
However, as shown in Table 3, the performance of using both ChatGPT
and GPT-3.5 is worse than that of using traditional learning methods. The
performance of each method was evaluated in three different metrics and a
combined metric. Inform score measures whether the system provides an
appropriate entity, success rate measures whether the system answers all the
requested attributes, and BLEU score measures the quality of the generation
of responses in accordance to the ground-truth responses. Two main reasons
for suboptimal performance using ChatGPT and GPT-3.5 are the so-called
hallucination and reasoning problems which cause the unrelated sentence
generation. These problems reflect the fact that the challenges in the MDTD
task are considerable and the unique solutions to these challenges are required.

Given the characteristics and challenges of the MDTD task, this paper
provides a comprehensive survey of recent approaches in task-oriented dialogue
policy optimization, specifically in the context of MultiWOZ dataset. The
focus of this paper is on the learning of task-oriented dialogue policies, since it
serves as the decision maker of the system which is responsible for generating

2https://github.com/budzianowski/multiwoz.

https://github.com/budzianowski/multiwoz
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appropriate responses to user queries. To provide an overview, Figure 2 depicts
the taxonomy of the recent approaches to the task-oriented dialogue policy
learning.

Figure 2: Taxonomy of the multi-domain task-oriented dialogue policy optimization ap-
proaches.
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3 Policy Optimization in Dialogue Act Level

In this section, the advances in multi-domain task-oriented policy learning
through utilization of dialogue act is described. All of the previous methods
were either designed with online RL or offline RL paradigms.

3.1 Online Reinforcement Learning for Policy Optimization

Reinforcement learning (RL) has received significant attention as a method to
optimize dialogue policies since the learning criterion is directly built through
the interaction between the dialogue policy or agent and a simulated user to
reflect real-world scenarios. Basically, the interaction is modeled as a partially
observable Markov decision process (POMDP) which means that the dialogue
agent only receives an observation o instead of the complete state information
s = {g,o} consisting of user goal g and observation o where o is generated
by the DST component. The learning objective is to find a policy π∗ that
maximizes the discounted accumulation of a reward function R via

π∗ = argmax
π

Eπ

[
T∑
t=0

γtR (g,ot,at)

]
(1)

where at denotes the action at time t, and γ and T denote the discount factor
and the length of trajectory, respectively.

A number of online reinforcement learning (RL) approaches to dialogue
policy have been proposed under different learning settings. An overview of
these approaches, categorized from different views or perspectives, is presented
in Table 4. The first perspective focuses on the main approach, categorized
based on the RL configuration. The standard settings that utilize the policy-
based and value-based approaches are surveyed. The next views are the RL
optimization method, the simulated user, and the reward definition employed
in individual works. Lastly, a brief description of the key idea of each work
is provided. This section will address the details of these works. In general,
Convlab-2 [118] is popularly adopted in these works as a framework with
the reward function to train the dialogue policy π or equivalently build an
agent. During the interactions, the dialogue agent receives the reward −1 in
every conversation it made, +5 if the current domain is satisfied, and +40 if
the dialogue agent successfully satisfies the user goal. The simulated user is
designed according to the agenda-based user simulation [84, 87]. In ConvLab-2,
the observation o is defined as a vector consisting of six different compo-
nents including user action, system last action, belief state, book information,
database pointer and termination. Belief state vector is a vectorized version
of user belief, for example [‘hotel’-‘price’-‘expensive’]. Book information is
a one-hot vector that indicates whether the system makes a booking in the
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Table 4: Summary of online reinforcement learning for MDTD policies.

Reference RL Type Optimization
Method

Simulated User Reward Key Idea

[80] Policy-based PPO Agenda-based ConvLab-2 Propose human-in-the-loop learn-
ing strategy to provide additional
feedback

[31] Policy-based VTRACE Agenda-based ConvLab-2 Reformulate MDTD problem as a
continual learning problem

[22] Policy-based ACER+IL Agenda-based ConvLab-2 Design domain-specific policies by
using GNN architecture

[81] Policy-based PPO Agenda-based ConvLab-2 Combine hierarchical RL with
human-in-the-loop learning strat-
egy

[34] Value-based DQN Agenda-based ConvLab-2 Propose multiple auxiliary loss us-
ing expert trajectories

[33] Value-based DQN Agenda-based ConvLab-2 Design adaptive auxiliary losses
based on the quality of trajectories

[95] Multi-agent A2C Learnable User Role-aware Propose hybrid value network to
alculate role-aware value function

[101] Multi-agent DQN Agenda-based ConvLab-2 Action space factorization using
multiple dialogue agents

[75] Model-based DQN Agenda-based ConvLab-2 Modify deep dyna-Q with sched-
uled reward knowledge distillation

specific domain. Database pointer is a vector that represents the results from
the entities retrieved from the MultiWOZ database conditioned on user belief.
Termination is an indicator of whether the ongoing dialogue is finished or
not. Meanwhile, the action a is defined as a vector which reveals the system
dialogue acts. The interaction between dialogue agent and environment is
depicted in Figure 3 where the environment involving a simulated user is
configured in the interaction. The dimensions of a and o are shown.

3.1.1 Policy-Based Method

Policy-based method in dialogue act level is commonly implemented by training
a policy πθ with parameter θ which is estimated according to a policy gradient
method by using the following gradient

∇θJ(θ) = ∇θEτ∼πθ(τ) [R(τ)]

= Eτ∼πθ(τ) [∇θ log πθ(τ)R(τ)]
(2)

where the trajectory τ is obtained by running the policy πθ in RL environment
which involves a simulated user. τ consists of observation o, action a and
reward value r. Advantage actor critic (A2C) [64] modifies the cumulative
reward to be an advantage function that can be calculated as follow

∇θJ(θ) = Eτ∼πθ(τ)

[
∇θ log πθ(τ)Â(τ)

]
(3)

where Â(τ) = R(τ)− b(τ) with b(τ) which is a learned baseline function that
is commonly represented by a Q or V function.
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Figure 3: An interaction between dialogue agent and simulated user (or RL environment)
through the system action a and observation o which are defined in Convlab-2 [118].

Among various policy-based optimization methods, the proximal policy
optimization (PPO) with a clipped surrogate objective function [86], which is
an actor-critic-based method, is seen as a representative approach to train a
multi-domain policy. Such an approach has obtained the desirable performance
in various RL tasks with the discrete action space [99]. PPO clipping and
learning are performed for policy optimization by

θj+1 = argmax
θ

Eo,a∼πθj
[L(o,a, θj , θ)] (4)

where L(o,a, θj , θ) denotes the clipped surrogate objective function which is
constructed by considering the ratio ρ(θ) = πθ(a|o)

πθj
(a|o) between new policy πθ

and old policy πθj . The learning objective is constructed in accordance with
the estimated advantage function Âπθj and the clipped advantage function
clip(ρ(θ), 1− ϵ, 1 + ϵ)Âπθj (s, a) with a clipping threshold ϵ in a form of

L(o,a, θj , θ) = min
(
ρ(θ)Âπθj (o,a), clip(ρ(θ), 1− ϵ, 1 + ϵ)Âπθj (o,a)

)
.

(5)
The advantage function Âπθj is estimated by using the generalized advantage
estimation (GAE) [85] via

Âπθj (ot,at) = δV (ot) + γλÂπθj (ot+1,at+1) (6)

where δV (ot) = rt + γV̂ϕ−
j
(ot+1) − V̂ϕ−

j
(ot). Here, rt is the reward, γ is

the discount factor, and λ is a GAE factor for adjusting the bias-variance
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tradeoff in model construction. Meanwhile, PPO critic parameter ϕ is updated
by minimizing the mean squared error between the predicted value function
V̂ϕj

(ot) and the target value function yt = rt + γV̂ϕ−
j
(ot+1) where state ot+1

and reward rt are sampled from the current replay buffer Dj . ϕj and ϕ−j
denote the recently updated and the delayed critic weights in current epoch,
respectively. The critic parameter ϕj+1 is updated by minimizing the temporal
difference (TD) error [12] of value function V̂ϕj

(o)

ϕj+1 = argmin
ϕj

Eo∼Dj

[(
y − V̂ϕj

(o)
)2

]
. (7)

Due to the situation of sparse reward in real-world application, the other
related works [80, 81] applied the human-in-the-loop (HITL) learning paradigm
[1] to provide additional feedback from the expert in every conversation turn.
The expert was represented by a pre-defined rule-based policy. Therefore, two
different kinds of feedback were proposed. One was for action correction, and
the other was for action evaluation. Action correction aimed to intervene the
dialogue agent action by providing the correct response to the simulated user
in order to make the conversation continue until reaching the end of user goal.
This feedback is crucial as once the dialogue agent produces the wrong answer,
then this agent may be trapped in the same conversation topic until reaching
the maximum number of conversation turns. An example of this scenario is
shown in Table 5. Meanwhile, the action evaluation feedback was designed
to provide additional reward in every conversation turn by calculating the
behavior cloning loss [74] between the dialogue agent action and the expert
action given the obtained o in every turn.

Another approach is to combine the HITL paradigm with a hierarchical
reinforcement learning (HRL) to simplify the multi-domain task complexity
[81] by treating each dialogue session uniquely based on the predicted base
domain. The base domain is defined as the domain that becomes the primary
concern in each dialogue session and is always present at the beginning of
the conversation. In [81], the high-level policy initiates a sub-policy in the
low-level policy that matches the current dialogue’s base domain. This happens
only once at the beginning of the conversation. It is a sensible approach to
create a task-oriented dialogue system that meets the user’s objective in a
very short time, typically fewer than 15 time steps. This is much faster than
standard HRL tasks such as maze or robotic tasks that may require hundreds
to thousands of time steps to complete [66]. By using HRL in this scenario,
the task’s complexity, which involves the extensive state and action spaces, can
be reduced, resulting in more efficient training of the dialogue policy. In this
setting, the high-level policy was optimized by using standard policy gradient
method, called REINFORCE. Meanwhile, the sub-policies or low-level policies



14 Rohmatillah and Chien

Table 5: Example of showing three confounded states which trap agent for being stuck and
their corresponding actions. The repetition of dialog acts from both user and system can be
a clear indicator for agent to ask for human corrections.

Goal Id User Dialog Act User Sentence System sentence
14 [[‘Request’, ‘Hotel’, ‘Addr’, ‘?’]] Could I get their ad-

dress?
Their address is Regent
Street City Centre. Is there
anything else I can help you
with?

14 [[‘Request’, ‘Hotel’, ‘Addr’, ‘?’]] I just need the ad-
dress of the hotel.

Their address is Regent
Street City Centre. Is there
anything else I can help you
with?

14 [[‘Request’, ‘Hotel’, ‘Addr’, ‘?’]] No, I just need their
address.

Their address is Regent
Street City Centre. Is there
anything else I can help you
with?

44 [[‘Request’, ‘Hotel’, ‘Stars’, ‘?’]] How many stars? Did you need any further as-
sistance today?

44 [[‘Request’, ‘Hotel’, ‘Stars’, ‘?’]] Can you please tell
me how many stars
it has?

Is there anything else I can
help you with?

44 [[‘Request’, ‘Hotel’, ‘Stars’, ‘?’]] How many stars it is? Is there anything else I can
help you with?

85
[[‘Request’, ‘Hotel’, ‘Area’, ‘?’],
[‘Request’, ‘Hotel’, ‘Phone’, ‘?’]]

What area is it in?
What is their phone
number?

The attraction phone num-
ber is 01223902088. Did you
need any further assistance
today?

85
[[‘Request’, ‘Hotel’, ‘Area’, ‘?’],
[‘Request’, ‘Hotel’, ‘Phone’, ‘?’]]

Yeah, what area of
town is it in? Could
I get the phone num-
ber of the hotel?

The attraction phone num-
ber is 01223902088. Is there
anything else I can help you
with?

85
[[‘Request’, ‘Hotel’, ‘Area’, ‘?’],
[‘Request’, ‘Hotel’, ‘Phone’, ‘?’]]

What’s the area
at first? Do you
have their phone
numbers?

The attraction phone num-
ber is 01223902088. You are
welcome. Is there anything
else I can help you with to-
day?

were trained by using PPO. Figure 4 illustrates the procedure of implementing
the policy optimization by using HITL-HRL method.

In addition to formulating the MDTD task as a sequence of different
tasks based on the corresponding base domain using HRL, an alternative
problem formulation was proposed in [31]. This paper considered MDTD
task as a continual learning problem, aiming to enable the dialogue policy
to quickly adapt to a new domain without forgetting the previously learned
knowledge from previous domains. This approach addressed the challenges
of retaining knowledge and adapting efficiently to new domain in a continual
learning setting, and presented the so-called VTRACE [27] as the dialogue
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Figure 4: An overview of human-in-the-loop learning combined with the hierarchical rein-
forcement learning. aexecuted denotes the action applied to the environment determined by
the protocol program. z denotes the output of high-level policy which will activate one of
the sub-policies.

policy. VTRACE is a variant of off-policy actor-critic algorithm with the
advantage function. In order to mitigate the catastrophic forgetting and allow
rapid adaptation, this method proposed the sampling strategy from [46] which
sampled the non-recent experience from the replay buffer.

Owing to the importance of the relations among different features in multi-
domain dialogue policy, an intuitive approach based on graph neural network
(GNN) was proposed to handle various MDTD tasks. Recent approaches that
developed GNN for multi-domain dialogue policy [22] adopted the domain
independent parameterization [104] to characterize the inter-slot relations
in the feature space. Furthermore, domain-specific modules were proposed
to decompose multi-domain problems into several single-domain problems.
Due to the introduction of domain-specific modules, GNN-based approaches
were also considered as the hierarchical and multi-task learning methods. A
domain-specific module was activated by the DST module following the user
input domain. Each node and each directed edge in every domain-specific
module represented different slot names and message passing, respectively.
To train the dialogue policy, a combination of imitation learning (IL) and
reinforcement learning based on standard actor critic with experience replay
(ACER) [105] was exploited. Half of the stored trajectories were obtained
from oracles, while the other half were collected from the interaction between
dialogue agent and simulated user.
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3.1.2 Value-Based Method

To implement the value-based policy for multi-domain dialogue, the dialogue
agent is built by using the Q network in dialogue act level. The learning
objective follows the theory of Q learning [107] in which the total cumulative
discounted reward over a trajectory can be estimated according to a Q function
which is expressed by

Q(o,a) = Eπ

[
T∑
t=0

γtR (g,ot,at)

]
. (8)

T is the length of trajectory while t and γ are the current time step and the
discounted factor, respectively. The action a of dialogue policy in every turn
with observation o can be obtained through the greedy calculation on the
predicted Q function

π∗(o) = argmax
a

Q(o,a). (9)

Deep Q network (DQN) [65], which is the implementation of Q learning with
the neural network architecture, is feasible to carry out the value-based policy
in dialogue act level. In order to allow the dialogue agent to do exploration,
ϵ greedy algorithm is employed so that the dialogue policy might produce a
random action with probability ϵ. The learning objective with a replay buffer
D is therefore defined by a regression loss given by

ϕ∗ = argmin
ϕ

E(o,a,r)∼D

[
(r +Qϕ′(ot+1,at+1)−Qϕ (ot,at))

2
]

(10)

where ϕ′ and ϕ denote the parameters of the delayed Q network and recently
updated Q network, respectively. Due to the sparse reward problem, recent
approaches have employed the deep Q learning from demonstration [40] that
utilized the dialogue data D from the expert. In [34], a constant was added
as the auxiliary loss if the output of dialogue policy was different from the
expert. Meanwhile, an adaptive auxiliary loss was proposed to provide different
penalties according to the quality of the stored trajectories [34].

3.1.3 Multi-Agent Method

In addition, the multi-domain dialogue system was implemented according to
the multi-agent policy in dialogue act level. There are two approaches to fulfill
the multi-agent policy optimization as shown in Figure 5. The first one is to
train multiple dialogue agents which play two individual roles [95]. One role
acts as the learnable user agent and the other role acts as a dialogue policy
agent. The communication between these two agents is modeled as a kind of
collaborative interaction so as to achieve the final goal. The main motivation
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Figure 5: Approaches to multi-agent policy optimization. (Left) Multi-agent RL to jointly
train dialogue policy agent and user agent. (Right) Multi-agent RL for action decomposition
from intent policy πi, domain policy πd and slot policy πs.

of this approach is to handle the difficulty of designing a simulated user that
sufficiently represents human behaviors. However, designing a rule-based
simulated user requires domain expertise, meanwhile training a data-driven
simulated user [26, 35, 50] requires an abundance of manually labeled data. In
order to ensure a stable learning between two different agents, the previous
work [95] proposed a hybrid value network (HVN) for role-aware reward
decomposition into the global reward and the role-specific rewards. There are
two role-specific rewards including system reward and user reward. System
reward is basically defined as the task success and the system response quality
conditioned on the user requested slot. Meanwhile, the user reward is defined
based on how naturally the user expresses the goal to the system. The global
reward was identical to the common reward in the RL optimization. HVN was
trained by considering the system reward, user reward, global reward, system
observation and user observation so as to provide the critic value to optimize
both dialogue policy agent and user agent.

The second multi-agent policy optimization is to model the intent, slot,
and value in the dialogue act as the independent dialogue policy in order
to reduce the complexity of action space [101]. A previous work proposed
the joint optimization based on the independent experience replay buffers
that were used to train each dialogue policy agent based on its role. The
domain policy πd and its corresponding action ad reflect the current domain
information in the prediction. The intent policy πi selected an appropriate
intent ai given the predicted domain by πd and o. Lastly, the slot policy πs
produces the corresponding slot as conditioned on o, ad and ai. Different from
the previous approach that defined different reward function for each individual
agent, in this approach, all dialogue agents receive identical reward from one
reward function. Furthermore, all of them were optimized by using DQN and
the learning objective was formed as the TD error which was minimized as
expressed in (7) and (10).
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3.1.4 Model-Based Method

Model-based RL [17, 49] has been developed and employed in policy optimiza-
tion in dialogue act level where the dialogue policy is optimized to conduct a
planning step. Such a step aims to predict what happens if the agent takes
a specific action in the current time step. Furthermore, a planning step is
performed to pursue sample efficiency in reinforcement learning. To imple-
ment the planning step, model-based RL is performed to build a predictive
world model to represent the environment through RL optimization. For
the case of a dialogue system, the world model is designed to mimic the
user behavior in a dialogue conversation. Traditionally, the world model is
represented by a sequence-to-sequence model based on the gated recurrent
unit (GRU) [18] which captures the dynamics from real environment. GRU is
trained according to the supervised learning through leveraging the human
annotated dataset and the trajectories stored in the replay buffer. Given
the current observation and action from the dialogue agent (o,a), the world
model will output three predictions which are âuser, r̂ and T̂ . This process
is called as the planning step. âuser is an estimated user action that will
be employed in the simulated RL environment together with the estimated
terminal condition T̂ to obtain the estimated next time step observation ô′.
World model also outputs the predicted reward r̂ that might differ from r
which is obtained from the interaction with the simulated user. Figure 6
shows the interaction between the dialogue agent and the simulated user in the
model-based RL.

Figure 6: An illustration of world model (Left) and model-based RL for policy optimization
in MultiWOZ (Right).

In [75], the deep dyna-Q (DDQ) framework [72], which is an advanced
version of dyna-Q [94], was proposed as a popular value-based approach to
learn the model-based policy. In DDQ learning, the dialogue agent learned
from two experience replay buffers. The first was identical to the standard
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RL which used the stored trajectories gathered from the interaction with the
simulated user. On the other hand, the second experience replay stored the
trajectories gathered from the planning steps. In case of using MultiWOZ
dataset in a sparse reward setting, an additional network [75] was introduced
to estimate a reward through the scheduled knowledge distillation. Using
this method, two different reward functions were designed. One was the
teacher reward function and the other was the student reward function. The
teacher reward function had an access to the user goals and was pre-trained
by using the weakly supervised learning. Meanwhile, the student reward
only had the access to observation o. The knowledge distillation process was
scheduled according to the divergence between teacher and student reward
estimations.

3.2 Offline Reinforcement Learning for Policy Optimization

Offline learning is a machine learning technique that aims to learn a policy by
leveraging the stored trajectories in the dataset. Learning from a collection
of trajectories is comparable to fulfill the imitation learning. There are two
main objectives designed for optimization in imitation learning. The first one
is to directly learn an expert policy from the given dataset. Behavior cloning
[74] is the simplest approach among the methods of offline RL because this
approach can be simply done by only considering the standard classification
loss without requiring any interaction with a simulated user. Another solution
is the generative adversarial imitation learning (GAIL) [41], where the model
is trained to deceive the discriminator model. Consequently, the discriminator
becomes unable to differentiate between the trajectories generated by the
expert and those generated by the learned dialogue policy. The second one is
to estimate a learnable reward function [29, 68] or equivalently build a reward
model to mitigate the sparse reward problem for policy learning in dialogue
act level. The processes of reward model learning and dialogue policy learning
can either be alternatively done or divided into two sequential learning stages.
Traditionally, the learned reward model is accordingly implemented during RL
training with a simulated user. However, in a recent work [45], the learned
reward function can be used as a learning criterion in the supervised learning
setting. Table 6 shows a summary of individual methods which utilize offline
RL paradigm in MDTD task. These methods with different perspectives will
be detailed in what follows.

3.2.1 Imitation Learning Method

In general, naively applying imitation learning to directly mimic expert actions
can lead to two main challenges which are causal confusion [36] and distri-
butional shift [6]. Causal confusion often arises in behavior cloning (BC) or
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Table 6: Summary of offline reinforcement learning for MDTD policies.

Reference
Offline

RL Type
Optimization

Method
Simulated User Key Idea

[80] Imitation L. BC – Auxiliary loss function to miti-
gate causal confusion problem

[44] Imitation L. GAIL Agenda-based Define MDTD task as a multi-
task problem by combining
HRL with GAIL

[113] Imitation L. BC – Decompose multi-label classifi-
cation by using model-based im-
itation learning

[21] Imitation L. BC – Imitation learning with the com-
bination of GNN and HRL

[96] Inverse RL AIRL Agenda-based Transform session-level reward
to observation-action level re-
ward estimation using AIRL

[45] Inverse RL IRL Optional Observation-action level reward
estimation representing the RL
environment dynamics

[58] Inverse RL AIRL Agenda-based Design AIRL method without
adversarial learning in the loop

standard imitation learning, where the agent struggles to determine the true
cause behind the expert actions. This issue is obvious when the model input
consists of diverse features, such as in the MDTD task where o comprises six
distinct features. Inspired by the solution to mitigate causal confusion in a
self-driving car task [36], the auxiliary tasks [79] were proposed as the learning
regularization techniques to address this problem. These regularization terms
compelled the dialogue agent to focus on specific features within o that were
likely to have a significant influence on the expert actions. Accordingly, the
optimization of imitation learning of policy parameters with auxiliary tasks is
formulated by

θ∗ = argmin
θ

E(o,a,yaux)∼D [L (π (o; θ) ,a) + L (π (o; θ) ,yaux)] (11)

where D denotes the stored trajectories and yaux denotes the label vector in
auxiliary tasks, for example the labels for predicting the current belief state
and the user action. Another approach [21] proposed the structured policies
built upon the GNN model to improve input representation for the dialogue
agent. The fully connected and directed GNN was suitable to handle multiple
features from o to allow effective knowledge sharing among different inputs
from different domains. In order to further improve the learning efficiency, a
hierarchical network structure was proposed in [21]. Accordingly, the dialogue
agent could adapt faster in a few-shot setting.

On the other hand, the issue of distributional shift happens due to the
dissimilarity between the trajectories of the expert and the learned agent,
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which creates the bias in the dataset. This bias arises because the trajectories
or state-action pairs in the dataset do not encompass all of the scenarios
present in actual demonstrations. Consequently, in a diverse environment,
the agent may generate an unsuccessful trajectory when an incorrect action
is taken simply because the agent encounters an unfamiliar situation. To
overcome this issue, the process of data augmentation [19] can be employed to
introduce more data that can better generalize the phenomenon in an unseen
environment. The amount of training data was increased. Meanwhile, the
distribution shift is likely caused when the agent misidentifies the genuine
factors behind an expert’s action in a specific state during the training stage.
This difficulty is further intensified by stochastic gradient descent learning,
which generally presumes that all pairs of data are independent and identically
distributed.

In order to cope with the distributional shift, the previous work further
combined the hierarchical RL and GAIL [41] to carry out the so-called multi-
task generative adversarial imitation learning (MGAIL) [44] to deal with
the multi-domain dialogue representation. MGAIL defined seven different
experts that represented individual domains in the MultiWOZ dataset. The
dialogue representation was enriched. Furthermore, due to the implementation
of hierarchical RL, the multi-domain problem was simplified as the multiple
single-domain problems which facilitate the dialogue policy learning. In
addition, MGAIL works similarly to the generative adversarial network (GAN)
[32]. MGAIL contains a discriminator that distinguishes whether the input
trajectories come from the expert πe or from the generator which is the learned
dialogue policy π. Therefore, the objective of MGAIL is formed by a minimax
optimization problem

min
π

max
D

E(o,a,d)∼π[logD(o,a, d)]

+ E(o,a,d)∼πe
[log(1−D(o,a, d))]− λH(π)

(12)

where the entropy of a policy H(π) ≜ Eπ[− log π(a|o)] is seen as a regularizer
with parameter λ, D denotes the discriminator and d denotes the domain
information. Dialogue policy is therefore learned according to a two-player
game theory which implements an adversarial optimization over policy π
and discriminator D. Another work [113] proposed a model-based imitation
learning to decompose a multi-label classification problem into multiple single-
label classification problems by using multiple planning steps to avoid a
distributional shift problem. The main motivation was to reformulate the
problem as the multi-label classification which was considered as multiple turns
in the single-label classification. To provide an accurate action prediction, this
work proposed a K-planning path and then used the ensemble prediction to
aggregate all K planning paths to identify the final dialogue agent action.
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3.2.2 Inverse Reinforcement Learning Method

An alternative approach to implementing offline RL in dialogue policy learning
involves learning a reward model within the framework of inverse RL (IRL)
[68]. The guided dialogue policy learning (GDPL) [96] method was the first to
leverage IRL to learn a reward model in the MultiWOZ dataset. Specifically,
GDPL utilized adversarial IRL (AIRL) [29] to learn the reward model. The
concept of adversarial learning in AIRL is similar to that in GAIL, as depicted
in (12). However, instead of using the discriminator to directly improve the
dialogue policy, AIRL utilized it to construct a reward model for reinforcement
learning. Since using the trajectories as discriminator input, like in GAIL,
can be computationally inefficient, GDPL proposed a reward estimation in
observation-action level. This approach allowed for the immediate evaluation
of the dialogue agent’s output. The reward modeling and dialogue policy
learning were performed alternately, with the dialogue policy being optimized
by using the proximal policy optimization (PPO).

However, the alternative update between the reward model and dialogue
policy may lead to suboptimal solutions due to the mode collapse in adversarial
optimization. Previous approaches [45, 58] have considered sequential updates
between the reward model and dialogue policy. In sequential learning, the
reward model was first trained and then frozen before being incorporated
into the RL process to update the dialogue policy. However, addressing the
issue of mode collapse during reward model learning in sequential stages was
quite challenging. This is because relying solely on the collected dataset in an
adversarial learning setting may not be sufficient to enable the discriminator
to effectively distinguish between observation-action pairs from the expert and
non-expert sources.

To tackle this challenge, a variational autoencoder (VAE) was trained to
generate adversarial examples by sampling exclusively from the prior distribu-
tion. These adversarial examples were then used to train the discriminator
model [58]. Additionally, the encoder component of the VAE projected the
discrete representation of o into a continuous space, allowing for similar sam-
ples of o to be mapped to closely located latent representations. In particular,
VAE objective is formed as an evidence lower bound (ELBO) of log likelihood

Lvae(ω, ψ) = Ez∼qω(z|o) [log pψ (o|z)]− KL(qω (z|o) ∥p (z)). (13)

qω and pψ denote the variational posterior and generative likelihood correspond-
ing to VAE encoder and VAE decoder with parameters ω and ψ, respectively.
Meanwhile, z is a latent representation from o and is sampled from qω(z|o),
which is a Gaussian distribution with mean and variance values from encoder
outputs. This Gaussian is regularized by getting close to a prior as standard
Gaussian p(z) = N (0, I) via an objective in term of Kullback-Leibler (KL)
divergence. The objective of generative likelihood pψ(o|z) by using the latent



Multi-Domain Task-Oriented Dialogue Policy Optimization 23

sample z is taken into account to implement data reconstruction for observa-
tion o in the decoder. The observation o after the VAE encoder, denoted by
Enc(o) is concatenated with the action a from the dataset to obtain the real
state-action representation. Besides, the adversarial or simulated state-action
vector is generated by sampling z from standard Gaussian N (0, I) and passing
through two individual feedforward networks or generators for o and a. A dis-
criminator is introduced to distinguish whether the state-action representation
is real or simulated. Therefore, the generator and discriminator networks are
jointly trained for state-action representation for dialogue policy learning.

In addition to the standard variational autoencoder (VAE), the variational
recurrent neural network (VRNN) [20, 47] can be utilized in this learning
scenario, where the observations from previous time steps are taken into
account when calculating the latent representation z at the current time step.
This idea was proposed in [45] where a reward function was constructed to
capture the dynamics within the RL environment. The ground-truth dynamics
were represented by the expert trajectories stored in the dataset. In this setup,
the reward model took both the observation and the embedding of the action
as inputs. The inclusion of the action embedding was designed to enhance
the model’s generalization capabilities. Besides being used for RL training,
the reward model was also employed as a learning criterion for optimizing the
dialogue policy through supervised learning [45].

4 Policy Optimization in Word Level

On the other hand, the multi-domain dialogue policy can be implemented in
word level where the dialogue policy and natural language generation (NLG) are
combined into a single processing component. Different from the standard NLG
methods that generate the responses conditioned only on the dialogue context,
the word-level dialogue policy produces the responses not only conditioned on a
dialogue context but also on the predicted dialogue act. Basically, the majority
of word-level dialogue policies receive a sequence of word tokens and utilize
a text encoder to provide supplementary characteristics for dialogue policy.
The ground-truth belief state and database (DB) pointer are given in both
training and test stages. This input format is the prominent difference between
word-level and dialogue act-level policies in which the dialogue act-level policy
only receives o generated by the DST component. Another difference is that
the belief state and DB pointer in the word-level policy can be either a multi-
hot vector like in the dialogue-act level policy or a sequence of word tokens.
However, due to the remarkable performance of transformer-based decoder
using GPT-2, numerous studies have been conducted for various generative
tasks. Even though the learning criterion was designed to optimize different
components in a dialogue system components by sequentially connecting the
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optimal generation from individual components, this kind of approach can still
be considered as the dialogue policy optimization by bypassing the generation
of belief state. In other words, belief state information can be obtained from
either another model or a dataset with the ground-truth of belief state. This
scenario is common in the MultiWOZ evaluation.

This section elaborates the recent approaches to word-level multi-domain
dialogue policy, which can be categorized into two kinds of models. One is the
approaches that are purely designed by using the recurrent neural network
models. Another one is the approaches which introduce the transformer models.
For the latter category, this survey initially describes the approaches which
utilized the transformer encoder model such as BERT. Next, the description of
transformer decoder-based approaches such as fine-tuning the GPT model is
provided. A summary of individual methods under the catetory of word-level
policy learning is shown in Table 7. Different methods will be detailed and
compared in what follows.

4.1 Recurrent Neural Network Model

During the early stage of word-level dialogue policy optimization, the prevailing
method was based on the sequence-to-sequence learning which relied on a
feedforward neural network-based encoder to encode the dialogue context c
and a recurrent neural network (RNN)-based decoder to generate the word
sequence of dialogue response. Here, c contains a sequence of word tokens
representing the conversation history between the user and the system. As
shown in Figure 7, the encoder output is combined with belief state (bs) and
database (db) pointer and then fed into a linear transformation to calculate
latent representation z that represents the system dialogue act, for example
[‘hotel’-‘inform’-‘location’]. This information is crucial for dialogue policy
optimization which is definitely different from the optimization of a pure
natural language generation where the condition on dialogue act is missing.
The RNN decoder based on long short-term memory (LSTM) [42, 90–92] is
implemented to decode the dialogue response word by word. The teacher-
forcing scheme is usually applied to predict the next word by forcing the input
from the previous word.

To learn such a word-level dialogue policy, the simplest approach is to use
the supervised learning objectives. However, this approach may suffer from an
exposure bias issue due to the teacher-forcing implementation in the training
stage [38] which could not sufficiently generalize to test environment. An
alternative solution is to carry out a reinforcement learning (RL) method to
optimize the word-level model. One challenge with this approach is that the
dialogue policy action is defined as the selection of individual generated word,
which results in a very large action space because of the size of the dictionary.
Additionally, defining a useful reward function which is able to represent the
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Table 7: Summary of word-level policy optimization in MDTD task. Notations E, D and
RM stand for encoder, decoder and retrieval module, respectively.

Reference Architecture Training Method Key Idea

[4]
- LSTM (E)
- LSTM (D)

Train from scratch Baseline of MultiWOZ dialogue
policy

[116]
- GRU (E)
- LSTM (D)

Train from scratch Represent dialogue policy ac-
tion as a latent variable

[61]
- GRU (E)
- LSTM (D)

Train from scratch Modify LaRL model by adding
additional encoder

[102]
- GRU (E)
- LSTM (D)

Train from scratch Hierarchical dialogue action us-
ing VHRED network

[8]
- Transformer (E)
- BERT + DSA (D)

- Train from Scratch (E)
- Fine-tune (D)

- Disentangle different dialogue
actions using DSA module

- Hierarchical dialogue actions

[103]
- Transformer (E)
- Transformer (D)

Train from scratch Modify multi-label classifica-
tion in HDSA to be a sequential
classification

[57]
- GRU (E)
- GRU (D)
- BERT (RM)

Train from scratch Use pre-trained BERT as a
context-aware retrieval module

[3] GPT-2 Fine-tune The first work applying GPT-2
for word-level dialogue policy

[37] GPT-2 Fine-tune Modify previous work by gener-
ating system dialogue acts and
responses sequentially

[71] GPT-2 Fine-tune Pre-train GPT-2 using various
MDTD dataset before fine-tune
it to MultiWOZ

[43] GPT-2 Fine-tune Remove token delimiter in the
GPT-2 fine-tuning

[109] GPT-2 Fine-tune The first work that fine-tunes
GPT-2 in dialogue session level

[52] GPT-2 Fine-tune Introduce data augmentation
method using back-translation

[48] GPT-2 Fine-tune Introduce data augmentation
method using a critic network
based on DQN

[77] BART Fine-tune Design a pairwise reward func-
tionfor offline RL optimization

[39] UniLM Fine-tune

- Design unified dialogue act
from 8 different dataset

- Semi-supervised pre-training
using consistency
regularization

[28]
-BART
-UniLM

Fine-tune Introduce two reward functions
that not only consider pairwise
trajectories

meaningful feedback over the whole trajectory is challenging. Basically, each
trajectory requires a unique definition of reward function. For example, if the
RL process considers the number of turns in a dialogue session as the reward,
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Figure 7: A word-level multi-domain dialogue policy via encoder-decoder framework where
the recurrent neural network-based decoder is used.

the word-level policy gradient is then formulated as

∇θJ(θ) = Eθ

 T∑
t=0

Ut∑
j=0

rt,j∇θ log πθ (wt,j |w<t,j , ct)

 . (14)

Here, πθ denotes the word-level dialogue policy, wt,j denotes the word token j
in a conversation turn t, which is conditioned on previous tokens w<t,j , Rt,j
denotes the reward function, ct denotes the dialogue context, and Ut denotes
the number of the generated tokens in every dialogue turn t. There are totally
T turns. Notably, the policy network is to select a word wt,j for each token
j in each turn t. If the RL setting only considers the evaluation of a specific
conversation turn, the summation over T turns in (14) is discarded. The action
space in RL for word selection is huge.

In order to mitigate the huge action space in RL process, an effective
approach, called the latent action RL (LaRL) [116], was proposed to run RL in
latent space by using the latent features z of words via an encoder. Dialogue
generation is then implemented by using these latent features [11]. Accordingly,
the policy gradient is calculated in latent space rather than word space by

∇θJ(θ) = Eθ

[
T∑
t=0

rt∇θ log πθ (z|ct)

]
. (15)

In this case, the policy πθ is seen as an encoder and the reward function can be
defined as the success rate of dialogue task. Because the dialogue context ct
contains the ground-truth responses from both user and system, this learning
setting is similar to that in the contextual bandit learning [54]. In this study,
the decoder pψ is modeled by a long short-term memory network [42] which
was pre-trained along with the encoder model by maximizing the following
ELBO

Llarl(θ, ψ) = Ez∼πθ(z|c) [log pψ (y|z)]− KL(πθ (z|c) ∥p (z)). (16)

Importantly, different from the dialogue policy optimization with dialogue
act using the observation o from DST component, y is a system response for



Multi-Domain Task-Oriented Dialogue Policy Optimization 27

dialogue policy optimization in word level given the current dialogue context
c represented in the token level. During the RL training, the decoder network
will be frozen. The posterior πθ(z|c) can be either a Gaussian or categorical
distribution. If the posterior is a categorical distribution, the prior of z can be
a uniform distribution.

Because the input data in multi-domain dialogue contain rich information, it
is crucial to capture such an information for word-level dialogue representation.
An approach called the latent action via VAE (denoted by LAVA) [61] was
proposed to sequentially train two VAE encoders in the pre-training stage.
One is for dialogue response y and the other is for dialogue context c. The
encoder of dialogue context c was then fine-tuned by using standard policy
gradient the same as that in LaRL. At the beginning, the first VAE encoder
with parameter ϕ1 was trained to learn the reconstruction of system response
y by maximizing the ELBO [106]

Llava(θ, ϕ1) = Ez∼πϕ1
(z|y) [log pθ (y|z)]− KL(πϕ1

(z|y) ∥p (z)). (17)

Then, the second VAE encoder with parameter ϕ2 was optimized according to
the same VAE objective in (17) by replacing πϕ1

with πϕ2
and considering c

as the input instead of y. After two pre-training stages, two encoders {ϕ1, ϕ2}
and one decoder θ are jointly optimized by maximizing the ELBO

Llava(θ, ϕ1, ϕ2) = Ez∼πϕ2
(z|c) [log pθ (y|z)]− KL(πϕ2

(z|c) ∥πϕ1
(z|y)) (18)

by considering the output of the first VAE encoder πϕ1
(z|y) as the prior

distribution as shown in the final stage of VAE training in Figure 8. LAVA
consists of two pre-training stages and one final stage. Finally, the encoder πϕ2

Figure 8: A word-level multi-domain dialogue representation with two VAE encoders for
system response y and dialogue context c with parameters ϕ1 and ϕ2, respectively. Decoder
with parameter θ is used for dialogue reconstruction.
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is fine-tuned by using (15). For word-level dialogue representation, the encoder
and decoder were implemented by GRU and LSTM, respectively. During
inference, πϕ1

(z|y) was not be used.
Another alternative to word-level dialogue policy learning is to formulate

the encoder-decoder structure as a hierarchical reinforcement learning (HRL)
problem. Such an approach builds a hierarchical structure between dialogue
policy and natural language generation with option framework (denoted by
HDNO [102]), namely considers the option framework setting [93]. The option
framework refers to a way of breaking down a complex task into a sequence of
sub-tasks, each of which can be executed by a separate policy, known as an
option. In HDNO, the encoder acts as the high-level policy which generates
the system dialogue act as a latent variable z. The input to the encoder is a
dialogue context vector c, created by concatenating the text features extracted
by a GRU encoder with the belief state vector and the database pointer vector.
The context vector and dialogue context vector was defined differently in
this work. The dialogue context vector c considers the previous conversation
history meanwhile the context vector only considers the user utterance or
sentence in current time step. The dialogue acts are then fed in the decoder
which represents the low-level policy and is implemented by an LSTM network.
The decoder generates the low-level actions, which are a sequence of words x
that make up a sentence for system reply. The model was first pre-trained to
maximize the objective in terms of ELBO which is obtained by modifying (16)
in a form of

Lhdno(θh, θl) = Ez∼πθl
(z|x)

[
T∑
t=1

log πθh (wt|z, c)

]
− βKL(πθl (z|x) ∥p (z))

(19)
where πθh and πθl are the high-level and low-level policies, respectively, wt is
the tth generated token, T is the length of tokens in system response, and β is
the regularization parameter. Next, RL was employed in the fine-tuning stage
where the reward was defined as the success rate and the additional feedback
from language model [14, 110] to evaluate the comprehensibility.

4.2 Transformer Model

On the other hand, the transformer model [89] is feasible to carry out the word-
level dialogue policy optimization. The first word-level multi-domain dialogue
policy that incorporated a transformer model is the hierarchical disentangled
self-attention (HDSA) network [8, 10]. This network was designed to address
the challenge of controlling neural response generation in multi-domain setting
where the possible combinations of semantic inputs can grow exponentially
compared to the single-domain tasks. To cope with this challenge, the HDSA
network reformulated the structure of dialogue acts as a multi-layer hierarchical
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Figure 9: Structure of MultiWOZ dialogue acts in tree-based format (Left) and graph-based
format (Right) where the input utterance corresponding to the dialogue act of domain,
intent and slot is expressed by ‘hotel’-‘inform’-‘price’. The grey nodes indicate the activated
node.

graph by constructing a multi-layer tree that represents the entire dialogue act
space based on their inter-relationships. The dialogue acts were interpreted
as a root-to-leaf route on the graph, representing the hierarchical structure
among domain, intent, and slot information. Then, the tree nodes with the
same semantic meaning were merged to construct an acyclic multi-layer graph
that simplified the representation of dialogue acts.

Figure 9 illustrates the representation of dialogue acts in a tree structure
and the simplified version by using a graph structure, where different domains
containing the same intents are connected to the same node. The multi-layer
acyclic graph is then constructed as an inductive prior to feed into the HDSA
network. The resulting HDSA architecture is depicted in Figure 10. Just like
standard word-level policy, at the beginning, the dialogue context c is encoded
to produce the sequence of feature representations {ū,u1, . . . ,um}. ū is a
representation that captures the overall feature representation from different
conversation turns in a context vector c as shown in the left. The context
encoder can be built by using the convolutional neural network [55], LSTM
[42] or transformer model [100]. Next, ū is concatenated with bs and db
which in this work are defined as the one-hot vectors of belief state and DB
pointer from dataset, respectively. Then, the dialogue act predictor is trained
by minimizing the following loss as the negative log likelihood of dialogue act
A

L (θact) = − log pθact(A|ū,bs,db) (20)

where A is obtained by pre-processing the tree-structure of dialogue acts in the
MultiWOZ dataset as the graph structure as shown in the Figure 9. θact denotes
the parameter of dialogue act predictor. The ground-truth label in dialogue
act prediction is obtained from the hierarchical graph structure, that can be
represented either in multi-hot or one-hot vectors as illustrated in Figure 10.
The graph of the predicted dialogue acts Â is then used to control the output
of each disentangled self-attention (DSA) network (as shown in the middle)
by activating its gating function or head G in accordance with the positive
index (shown by orange) in the matrix Â. The calculation of disentangled
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Figure 10: An illustration of dialogue act predictor in a hierarchical disentangled self-
attention network (Up). The predicted dialogue act Â = [[0, 1, 0, 0], [0, 1, 0], [0, 0, 1, 1, 0, 0]]
is formed as a concatenation over three vectors representing domain, intent and slot. Q,
K and V denote the query, key and value matrices in the self-attention layer (Down) of a
transformer model, respectively.

self-attention is quite similar to that of standard self-attention. The clear
difference is the calculation in the scaled dot-product attention as shown in
the right. In standard attention, the output of each head is concatenated
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Figure 11: Dialogue act prediction based on HDSA and MARCO where the tasks of
multi-label classification and sequence generation are implemented, respectively.

and then down projected to the desired matrix dimension. Meanwhile, in
the disentangled self-attention, the output from each head is accumulated by
following the activated gate before passing it to the next network. For example,
in Figure 10, the set of latent variables {z31 · · · z3n} are obtained by summing up
the features from head 3 (G3) and head 4 (G4). The decoding process follows
the standard transformer where the decoder input is taken from the encoder
output of the last DSA layer or block, and the decoder parameter θdsa can be
estimated by minimizing the negative logarithm of conditional likelihood of
the target classes {y1, . . . , yn} which are sequence of tokens, given the encoded
features {u1, . . . ,um}

L (θdsa) = − log pθdsa(y1, . . . , yn|u1, . . . ,um,A). (21)

During inference time, Â is then used instead of A. Overall, HDSA network
contains the parameters of dialogue act predictor θact and disentangled self-
attention θdsa which are estimated by minimizing the objectives (20) and (21),
respectively.

The HDSA network was further extended to a new approach to dialogue act
prediction, called the multi-domain dialogue acts and response co-generation
(MARCO) [103]. This approach re-formulated the problem of dialogue act
prediction through a sequential form of the vectorized graph representations.
Therefore, the multi-label classification task in HDSA model is now changed
to a kind of sequence generation task, as illustrated in Figure 11. The main
motivation of this transformation is to provide a richer inter-relationship among
different acts and generate a more flexible response since there may exist more
than one dialogue act in a single turn. In the MARCO setting, the dialogue
act prediction and the response generation are carried out concurrently. The
response generation process is very close to the standard transformer decoder
process, but MARCO introduced the dynamic act attention which allows cross
attention between the predicted dialogue acts and the hidden states in the
transformer decoder. The dialogue act predictor and the response generator
shared an identical encoder which received an input from concatenation among
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Figure 12: Example of one-to-many problem in multi-domain task-oriented dialogue.

Figure 13: An overview of retrieve-and-memorize network.

dialogue context c, DB pointer (db) and belief state information (bs). All
models were trained by minimizing the cross entropy loss similar to the learning
objective in HDSA.

Because the multi-domain task-oriented dialogue (MDTD) system can
be treated as a one-to-many mapping problem which means that one query
may belong to many responses. Then, a specific solution to address this
problem or phenomenon must be designed. An illustration of one-to-many
mapping problem is depicted in Figure 12. A recent work proposed a retrieve-
and-memorize framework to deal with this problem [57]. Figure 13 shows
the model architecture of retrieve-and-memorize framework, named memory-
augmented multi decoder (MAMD). The initial process is just similar to the
other word-level dialogue policy learning which involves the context encoder.
However, there exist some differences, e.g. the context encoder only considered
the current user response ut and the previous system response yt−1, and
the new belief state predictor was introduced. The two main distinctive
components included the context-aware retrieval module (or retrieval model)
and the memory-augmented multi-decoder network (or memory encoder). The
retrieval model was built by using the pre-trained language model, i.e. BERT
[24], as an coder fBERT(·) which produces the sequence of hidden features in
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the BERT outputs

H = fBERT(e([cls]), e(b̂s), e([sep]), e(c)) (22)

where e(·) is an embedding function that transforms each token into the
corresponding vector representation, b̂s is a sequence of tokens representing
the predicted belief state, [sep] is a special token to separate different input
sequences. From the BERT encoding, the model takes the class token hcls

from BERT outputs H and uses it to retrieve a set of top ranked candidate
actions {ā0 · · · āk} for system response. hcls is a feature vector with a kind of
class information from class token [cls] that captures the information of whole
input sequence or equivalently represents the distributed representation of the
dialogue context. The retrieval model in word-level policy model found a set
of candidates of actions or system responses from dataset according to the
ℓ2-norm distance measure of the encoded feature vectors between hcls of a
dialogue context i and the other hcls

j extracted from the other dialogue context
j from the dataset

d
(
hcls
i ,hcls

j

)
=

∥∥hcls
i − hcls

j

∥∥
2
. (23)

Here, k most similar candidate actions were chosen from the corresponding
k most similar dialogue contexts following the result of ℓ2-norm distance
measure in (23). Next, the memory encoder encoded the concatenation
of candidate actions {ā0 · · · āk} retrieved from the retrieval model into a
feature representation to facilitate the generation of dialogue acts. Finally, the
prediction of system response decoder ŷt was generated with the condition on
had which is the last hidden state in the GRU-based system action decoder ât.
All individual components were trained jointly by minimizing the classification
loss or cross-entropy loss of system output ŷ relative to the ground truth of
the desired response y.

In addition to employing the transformer encoder like BERT [24], recent
studies have explored the utilization of transformer decoder, such as GPT-
2 [76], to construct the word-level dialogue policy. The first approach was
proposed in [3] where the belief state, database knowledge and user input
were transformed into a simple text representation in token level. This GPT-2
model was fine-tuned by using standard autoregressive loss which maximized
the likelihood over word sequence given by the ground-truth dialogue context.
An illustration of this approach is depicted byin Figure 14 where this method
directly estimates the word sequence without any prediction of system dia-
logue act. Further approaches have attempted to represent complete dialogue
components consisting of NLU and NLG. Such an approach was used to find
the word-level dialogue policy if the model was provided with user dialogue
act and DST information from the other model or obtained from a dataset
with the ground-truth information.



34 Rohmatillah and Chien

Figure 14: An illustration of word-level dialogue policy by using GPT-2 model.

Figure 15: An illustration of end-to-end approach by using large language model (LLM).

In [37], an initial study applied GPT-2 model as a comprehensive neural
model to build dialogue system. This model used the user utterance u to
sequentially generate the distinct outputs derived from belief state bs, system
dialogue act a and system response y, as illustrated in Figure 15. To distinguish
various information within the token-level inputs, this work employed the
sequence representation for specific tokens or markers including user utterance
u, dialogue act, system response, belief state and system action. Let x =
[y,a,db,bs, c] denote the inputs to GPT-2 model that concatenate the system
response y, system dialogue act a, database search result db, belief state bs,
and dialogue context c given an user input u. Then, p(x) = p(y,a,db,bs, c)
which can be factorized in an autoregressive manner by

p(x) = p(y,a,db,bs, c)
= p(y|a,db,bs, c) · p(a|db,bs, c)
× p(db|bs, c) · p(bs|c) · p(c).

(24)

Here, the probability p(db|bs, c) is equal to 1 as the retrieved database result
db is obtained from a deterministic pre-defined function conditioned on the
predicted belief state bs. Following the factorized autoregressive terms by
taking negative logarithm of (24), three learning objectives are derived and
optimized to find parameters θ. The first objective is a belief prediction loss
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which is expressed by

Lb = − log p(bs|c) = −
Tb∑
t=1

log pθ(bst|bs<t, c) (25)

where Tb is the length of token sequence in belief state bs and bs<t means all
tokens before t. The second learning objective is the prediction loss of system
dialogue act which is yielded by

La = − log p(a|db,bs, c) = −
Ta∑
t=1

log pθ(at|a<t,db,bs, c) (26)

where Ta is the length of system dialogue act. The last objective is the response
generation loss calculated by

Ly = − log p(y|a,db,bs, c) = −
Ty∑
t=1

log pθ(yt|y<t,a,db,bs, c) (27)

where Ty is the length of system response. Beside the minimization of (25)–
(27), the prediction loss between positive example x and negative examples x′

in a form of cross-entropy loss

Lc = y log pθ(x) + (1− y) log(1− pθ(x
′)) (28)

can be considered. Negative example is defined as a corrupted x in which y is
replaced by a fake y in a binary classification.

In [71], a framework called SOLOIST was proposed to fulfill the pre-training
stage by using the task-oriented dialogue dataset such as Taskmaster [5] and
Schema [78]. SOLOIST further reduced the computation cost by removing a
from x which means that this method did not calculate the dialogue act loss
in (26). In addition, the negative sample x′ in (28) was generated by replacing
nearly 50% of elements in original sample x with different elements sampled
from the dataset. The following work is called SimpleTOD [43] which was
proposed by further removing the prediction loss in (28). All of these previous
works obtained desirable performance. However, these works implemented the
model training and evaluation only in the dialogue turn level. UBAR [109]
is the first work attempted to fine-tune GPT-2 in the dialogue session level.
The training scenario was basically identical with the SimpleTOD. The only
difference was that the inputs in UBAR considered the previously generated
belief state, dialogue act and system response.

The subsequent approach [52] introduced the data augmentation method
to improve model generalization where the scheme of back-translation was
applied. More recently, a method called GALAXY [39] was proposed by
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considering the pre-trained model with two additional datasets. The first
dataset contains the unified dialogue act labels from several task-oriented
dialogue datasets while the second dataset is an unlabeled dialogue dataset
from several sources, e.g. online customer service logs. Initially, the model was
pre-trained to estimate the system dialogue act by using the unified dataset.
Next, the model was further pre-trained or fine-tuned by using the unlabeled
dialogue dataset. The learning criterion was inspired by [30] in which different
dropout rates of the same model should generate consistent outputs. The
output consistency was calculated according to an objective based on KL
divergence. After two pre-training stages were carried out, the model was
fine-tuned by using MultiWOZ dataset with autoregressive loss using UniLM
[25] as the backbone model.

Several latest approaches have attempted to utilize RL-based methods
to train MDTD dialogue policy. As MultiWoZ contains several unsuccessful
dialogues, GPT-critic [48] proposed a critic network that was used to generate
new training data. The reward function was obtained from the external
program like ConvLab-2 framework [118]. In the implementation, the optimum
reward r∗t was obtained from the external program, and the dialogue history
ht at time t consisted of db, bs and ct. h∗

t+1 at time t + 1 was defined by
replacing the original dialogue act at in ht+1 with the generated dialogue act
a∗
t . The new dataset Di+1 was obtained and updated at each new step i+ 1

according to the Q network with parameter ϕ by following

Di+1 =


(
g,ht,a

∗
t , r

∗
t ,h

∗
t+1

)
|a∗t = argmax

a∈{ai}N

{ai}N∼πi
θ(ht)

Qϕ (ht,a)

 (29)

where ht ∈ Di and the policy πθ using GPT-2 model is adopted. This
procedure generated N response candidates and only the response that was
selected has the highest Q value. Different from the previous works that defined
a as the system dialogue act, in this work, at was defined to represent both
the system dialogue act and the corresponding system response. The critic
network Qϕ was updated just like standard DQN. Next, the works [77] and [28]
proposed a reward function for offline RL. The trajectories of the offline RL
was determined by the dataset and the reward was used to evaluate the whole
response generation directly, instead of evaluating in a word-by-word way. In
[77], the pairwise reward learning was proposed to estimate the reward function
to predict the trajectory with high rank score. The learned reward function was
then used to fine-tune BART model [56] by using MultiWOZ dataset. In [28],
two learnable reward functions were proposed. The first reward function was
trained to evaluate or rank the quality of different trajectories which differed
from the pairwise comparison. The second reward function was trained to
directly predict the score for individual trajectories given in the MultiWOZ
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dataset. The score could be BLEU score, inform score, or combination of them.
To evaluate the effectiveness of the learned reward functions, two different
backbone models based on BART [56] and UniLM [25] were investigated.

5 Challenges and Difficulties

Despite the numerous methods that have been proposed to show the promising
results in addressing the problems in multi-domain task-oriented dialogue
(MDTD) system, there are still several issues that need to be tackled in
the future. This section elaborates on these existing problems in detail. In
particular, this paper points out the challenges in designing the simulated user
and the standardized evaluation metric for multi-domain dialogue systems.

5.1 Simulated User Design for Reinforcement Learning

Creating an appropriate simulated user for training the dialogue policies with
reinforcement learning (RL) stands as a significant challenge in MDTD system.
As mentioned in the Introduction section, the standard approach is to use a
rule-based policy with a specific dialogue agenda. However, some problems
may emerge since designing such a rule-based policy requires domain expertise.
Relying on the expert for designing the rule may restrict the diversity of the
simulated user responses. Recent work has proposed different ways to enhance
the diversity of the simulated user including the perturbation of language rules
[69] or environment parameters [82] by additionally incorporating those data
samples from multiple annotators or contributors [88], and possibly training
multiple simulated users to provide the diverse state transitions in the RL
environment. However, it is essential to control the level of diversity to prevent
misguidance during the RL-based policy training. The previous work proposed
an ensemble of the learnable simulated users with a frequency control to
regulate the interaction with the dialogue agent [98]. The frequency control
was defined to control the proportion of the stored trajectories obtained from
the interaction between the expert simulated user and the ensembles of the
learned simulated users. Such a scheme controlled the degree of diversity so
that the stored trajectories do not diverge too far. Another study attempted
to fine-tune the GPT-2 model to work as a simulated user for multi-domain
task-oriented dialogue systems [59]. GPT-2 model does not only generate the
user utterances and acts, but also constantly track the goal to evaluate the
system response in every turn. While these solutions have demonstrated the
improved performance, there is still considerable scope for further improvement
by addressing this emerging challenge.
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5.2 Multi-Domain Dialogue Policy Evaluation

Assessing the performance of the multi-domain task-oriented dialogue systems
is crucial to measure their effectiveness in achieving their goals or objectives.
Nonetheless, evaluating these systems is difficult because there are still no
established standard evaluation metrics. The absence of standardized eval-
uation metrics has been thoroughly discussed in [97], where the distinction
between the corpus-based (or equivalently single-turn) and the multi-turn
evaluations as well as the distinction between the component-based and the
end-to-end system evaluations are highlighted. Meanwhile, the study in [67]
highlighted the inconsistencies in the MultiWOZ benchmark due to the non-
existence of standard data pre-processing and evaluation script which resulted
in unfair performance comparisons. This paper eventually suggests adding
further realistic evaluation by considering the multi-turn evaluation and even
the human-level subjective evaluation in addition to the corpus-based metrics.
Basically, long-term evaluation of a dialogue with multiple turns is considerably
important when compared with the short-term or corpus-based evaluation
which treats the evaluation of individual turns independently.

In addition, the standard evaluation in MultiWOZ dataset utilizes a corpus-
based evaluation method that can be either component-based or end-to-end
system evaluation. In the end-to-end system evaluation, the evaluated model
is provided with the ground-truth user input. In the component-based eval-
uation setting, in addition to receiving ground-truth data from the previous
conversation turns, the evaluated models also obtain the ground-truth data
from the upstream modules. For example, in the dialogue policy evaluation,
the evaluated models are provided with the ground-truth data on belief state,
database query and dialogue context. Therefore, the end-to-end approaches
that have been trained to optimize all dialogue components from NLU to
NLG can be evaluated in the same way as the word-level dialogue policy
evaluation by giving the ground-truth of previous utterances, belief state
and database pointer as given in the entities retrieved from the MultiWOZ
database. The recent end-to-end approaches include three different methods
which are abbreviated as DAMD [115], UBAR [109] and Galaxy [39].

Unfortunately, the assumption that a multi-domain task-oriented dialogue
system can provide correct responses at all times does not hold true in real-
world scenarios. This is because such systems involve a sequence of the related
inquiries and responses between the user and the system, which can produce
incorrect responses at any point in the sequence [9]. These errors are likely
accumulated and will considerably affect the performance in subsequent turns.
An illustration is shown in Figure 16. In traditional evaluation in a form
of single-turn evaluation, the user response just follows the annotated data
without considering the output from the previous system response. To address
this issue, ConvLab-2 accordingly introduced the multi-turn and end-to-end
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Figure 16: An illustration of different evaluation settings in the multi-domain task-oriented
dialogue system. Red colored text represents a mismatch between the system response
of a trained system and the corresponding annotated response. Blue colored text shows
the difference between the sentence generated by agenda-based policy and the annotated
dialogue data.

system evaluation. This involves an agenda-based user simulator that generates
the sentences following the goals in the MultiWOZ dataset. The generated
sentences may be different from the sentences in the annotated data because
the user responses should be adaptive to the previous system responses, as
shown in Figure 16. In this evaluation, each component of the dialogue
system must produce correct output, such as the NLU predicting the correct
user dialogue acts and the dialogue policy generating the appropriate system
dialogue acts. Otherwise, the dialogue system will respond incorrectly and
lead to low scores in the evaluation metrics. As shown in Table 8, while
all word-level dialogue act policies using different models performed well in
single-turn dialogue evaluation, their performance significantly declined when
evaluated in the multi-turn setting. In addition, compared with the DA-level
dialogue policy, the word-level dialogue policy that was based on LLM model
did not exhibit improvement in the multi-turn evaluation. Such a performance
comparison is illustrated in Table 9 where DA-level dialogue policy generally
performs better than word-level dialogue policy. In this comparison, different
methods for DA-level policy learning are consistently implemented by using
NLU-DST and NLG based on BERT and template NLG, respectively.

In contrast to single-turn evaluation, which focuses primarily on the metrics
such as inform, success rate, and BLEU score, the multi-turn dialogue evalua-
tion includes additional metrics such as the average turn (averaged number of
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Table 8: The distinctions of evaluating the dialogue performance between single-turn
interactions and multi-turn interactions.

Model
Single-Turn Evaluation Multi-Turn Evaluation
Inform Success BLEU Inform Success Complete Average

Rate Rate Rate Turn
[116] 82.8 79.2 12.8 48.0 47.7 68.9 13.1
[8] 82.9 68.9 23.6 50.0 34.3 39.2 15.9
[61] 96.4 83.6 14.0 54.5 40.0 49.2 26.7
[109] 87.5 74.4 17.6 79.8 74.3 79.8 14.2
[52] 83.5 67.3 17.2 70.3 60.1 89.4 12.7
[48] 90.1 76.6 17.8 79.0 77.7 84.3 16.3

Table 9: Performance comparison between DA-level and word-level dialogue policies in the
end-to-end system with multi-turn evaluation.

Model
Multi-Turn Evaluation

Inform Success Complete Average
Rate Rate Turn

DA-level dialogue policy
[96] 69.0 54.1 68.3 10.9
[44] 78.9 66.0 77.0 13.9
[22] 89.5 81.7 89.1 14.0
[81] 84.0 82.5 87.4 12.5
Word-level dialogue policy
[116] 48.0 47.7 68.9 13.1
[8] 50.0 34.3 39.2 15.9
[61] 54.5 40.0 49.2 26.7
[109] 79.8 74.3 79.8 14.2
[52] 70.3 60.1 89.4 12.7
[48] 79.0 77.7 84.3 16.3

turns) required to fulfill user goals, and the completion rate, which measures
the proportion of user constraints that are met during a dialogue session.
For single-turn and multi-turn evaluations, both inform and success rate are
examined. Inform is the F1 score to measure if all requested information has
been informed. Success rate is measured by judging whether the constraints
and requests in the user goals have been satisfied by system. BLEU score of the
generated sentences (the higher the better) is not considered in the multi-turn
evaluation since the generated conversations between the simulated user and
the dialogue system are generally different compared to the annotated data,
but still controlled by the user goals defined by MultiWOZ dataset. However,
it’s worth noting that these metrics are only available in the MultiWOZ 2.1
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version, which features the annotated user dialogue acts defined heuristically
by the ConvLab-2 developer. Consequently, comparing different methods that
use different versions of the MultiWOZ dataset in multi-turn and end-to-end
system evaluations may present a challenge in the study on multi-domain
task-oriented dialogue system. Based on the aforementioned findings, this
paper highly suggests that the standardized dialogue policy evaluation in the
MDTD task should include both automatic and human evaluation.

6 Conclusions

This paper has presented a survey that explores recent advances in optimizing
multi-domain task-oriented dialogue policies on the MultiWOZ dataset. The
survey provides a detailed explanation of the differences in input-output
definition and in optimization strategy between two common approaches
including dialogue act-level (DA-level) and word-level dialogue policy. Among
the DA-level approaches, the reinforcement learning-based optimization is the
most preferred technique. This approach defines the input as an observation
in the POMDP setting, which contains various information features, such as
the belief state information, the last system response, and the current user
response. The output of the DA-level policy is the system’s dialogue acts. On
the other hand, among the word-level policies, the most common setting is
to use a recurrent neural network-based or transformer-based model, which
is then optimized by using the classification loss. The input consists of the
belief state, database pointer, and dialogue context from the dataset, and the
output of the word-level policy is the sequence of words that represent the
system responses. Finally, this paper points out the challenges and difficulties
that need to be further addressed in the future, including the simulated user
design and the standardized multi-domain dialogue evaluation.
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