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ABSTRACT
Enhancing user satisfaction in dialogue systems relies on their
ability to understand users and generate responses that meet their
expectations. This study proposes a dialogue system that incor-
porates the Multi-Suggestions Transformer (MST) to generate
informative and long-term responses. The MST combines em-
pathy suggestions, system persona suggestions, and knowledge
suggestions to produce comprehensive and informative responses.
Additionally, the system employs a persona detection model and a
persona extraction model to extract the user persona from current
sentences and retrieve the most suitable user persona from the
dialogue history. This facilitates long-term conversations by en-
abling the system to remember and respond to sentences relevant
to the user persona. The proposed MST-based dialogue system
outperforms the baseline in terms of informativeness, as evidenced
by higher scores in BLEU, BERT-score, Distinct-n, and Perplexity
on the Blended Skill Talk and Multi Session Chat datasets. Fur-
thermore, two novel evaluation metrics, PerP and PerB, introduced
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in this study demonstrate the system’s effective utilization of the
user persona for achieving long-term dialogue. Human subjective
evaluation indicates that our model consistently outperforms the
baseline, achieving superior scores of 68%, 56%, 52%, and 64% in
the four subjective metrics.

Keywords: Dialogue system, user persona, multi-suggestions transformer, in-
formative and long-term responses.

1 Introduction

1.1 Motivations

In everyday conversations, humans naturally gauge the character of others
through their words and provide informative responses. When familiar indi-
viduals engage in conversation, they typically discuss topics of mutual interest
[7, 37]. Once preferences and backgrounds are understood [30], people con-
sider how to respond in order to meet the expectations of the other party, as
depicted in Figure 1. For instance, we respond to individuals under stress
with comforting and empathetic content, and provide information to those
facing difficulties, rather than offering perfunctory or vague responses such
as “I am sorry to hear that” and “I see” [38, 45]. Moreover, our responses
are influenced by past utterances. Such interactions also foster interpersonal
attraction [28]. Building upon these principles, this study introduces a long-
term dialogue system capable of actively remembering user preferences and
personalities during conversations, generating informative responses that align
with the user’s interests [9, 24]. Despite years of research on dialogue systems,
many existing studies continue to grapple with the issue of generating poorly
informed and irrelevant responses in open-domain settings [21, 41]. Addressing
these challenges is the primary motivation behind this study.

1.2 Background

Common chit-chat dialogue systems can be categorized into four types: em-
pathetic dialogue [31, 39, 42], persona-aware dialogue [22, 34, 40], knowledge-
based dialogue [16, 19], and open-domain dialogue systems [2, 46]. Empathetic
dialogue systems primarily prioritize emotional performance during interac-
tions with individuals [18, 20, 46]. For example, EmpTransfo utilized emotions,
actions, and topics from the EmpatheticDialogues dataset to provide additional
information to the model, leading to improved results [42]. Persona dialogue
systems mainly focus on aligning the system’s responses with a given persona,
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Figure 1: The example of a daily conversation.

which contains personal details [3]. However, in the majority of studies, per-
sonas are directly used from the dataset itself. Only a few studies focus on
generating or predicting personas for unfamiliar users. Lu et al. [23] proposed
a method to generate personas from user sentences, and their approach led
to an enhancement in succeeding dialogue response generation. On the other
hand, Cao et al. [6] suggested a different approach of editing existing personas
to expand user personas. This solution addressed the problem of limited
persona-based dialogue data available for experimentation. Song et al. [34]
implemented a three-stage framework: (1) generating a response, (2) verifying
if the response incorporates the system’s persona, and (3) subsequently revising
the response if necessary. Knowledge-based dialogue systems concentrate on
enabling the system to utilize external knowledge. Lian et al. [19] employed
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user input sentences, prior knowledge distributions, response tokens, and pos-
terior knowledge distributions to facilitate knowledge selection. Open-domain
dialogue systems aim to enable the system to engage in general-purpose chat
across various topics. Blender [29], for instance, employed a Transformer model
and demonstrated that setting a minimum length in beam search can effectively
enhance performance. These studies highlight the value of providing the system
with additional reference information to generate satisfactory responses.

However, open-domain dialogues lack these reference sources. Blended Skill
Talk (BST) [33] serves as an open-domain dialogue corpus that combines the
three characteristics of EmpatheticDialogues (ED) [27], PersonaChat (PC) [43]
(convAI2 [11]), and WizardofWikipedia (WoW) [12], enabling seamless switch-
ing between the three dialogue skills. Leveraging the perfect performance of the
Transformer model in the field of deep learning [8, 13, 14, 35, 39], we modified
the structure of the Transformer to obtain a greater number of suggested re-
sponses before generating the final response, thereby increasing the amount of
information. In the encoding stage, the Transformer’s encoders are trained to
extract additional features from the suggested sentence that is relevant to the
user input sentence. By acquiring multiple suggested sentence features prior
to decoding, the Transformer can generate responses with richer information.

Recently, Xu et al. noted that while many existing dialogue datasets exhibit
good quality, the length of the dialogues is often too short, which poses a
challenge for dialogue systems to effectively remember the dialogue history [41].
To address this issue, they introduced the Multi Session Chat (MSC) dataset,
which consists of long-distance dialogues. Notably, the system responses within
the MSC dataset include information about the users’ personas. In our ap-
proach, we train the models to extract the user persona from the user input sen-
tence. This enables the system to remember the extracted user personas. When
generating a response sentence, the system retrieves appropriate and relevant
personas from these characters and takes them into consideration. By incorpo-
rating user personas into the dialogue generation process, our system enhances
its ability to generate contextually appropriate and personalized responses.

1.3 Contributions

The objective of this study is to enhance the generation of informative responses
and the understanding and generation of user persona-related responses in
dialogues. To achieve this goal, we adopted the data collection methods
employed in BST and MSC to develop a dialogue system based on a novel
approach called the Multi-Suggestion Transformer. The main contributions of
this study are outlined below.
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1.3.1 Multiple Suggestions for Informative Response

The proposed system extends the Transformer model by incorporating multiple
suggestions. These suggestions are encoded based on the dialogue skills from
ED, PC, and WoW, which are relevant to the current user sentence. By
integrating these suggestions, the system generates informative responses. To
evaluate the performance of our proposed system, we employed metrics such as
BLEU, BERT-score, Distinct-N, and Perplexity, which indicate the system’s
ability to generate responses that are more informative.

1.3.2 Retrieval of User Persona for Long-Term Dialogue

The user persona is continuously extracted and stored in the dialog history,
referred to as the user persona list. This enables the system to retrieve the
appropriate persona from the history when generating responses. In the
experimental results, we utilized metrics such as Persona percentage and
Persona BLEU to demonstrate that our proposed system generates responses
that contain more user persona-related phrases.

In summary, this study introduces a Multi-Suggestion Transformer-based
dialogue system that generates informative responses and utilizes user persona
for long-term dialogues. The experimental results indicate the effectiveness of
our approach in terms of response informativeness and incorporation of user
persona.

2 Related Works

As far as we know, ChatGPT [4], Bard [26], LaMDA [36] and BlenderBOT
are all natural language processing models developed by OpenAI and Google.
ChatGPT stands out as one of the largest language models to date, with 1.75
trillion parameters, making it very powerful in generating language. However,
due to its extensive training, ChatGPT may sometimes generate false or
untrustworthy information.

In comparison, LaMDA and Bard are known for being more fluent and
efficient than traditional NLP models. However, since they might still be in the
experimental stage, there could be some limitations and issues to consider. No-
tably, Bard appears to be more suitable for the function of a personal assistant.

On the other hand, BlenderBOT is specifically optimized for multi-turn
dialogue and excels in handling complex dialogue situations. Given its model
size and flexibility in fine-tuning, particularly its excellent performance in multi-
turn dialogue and open-domain situations, this study has chosen BlenderBOT
as the baseline model.
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The BlenderBot model has emerged as a state-of-the-art system for open-
domain dialogue [1], showcasing its prowess across various benchmarks. Blender-
Bot 1.0 is a deep learning model designed to engage in conversations and
respond like a conversational agent [29]. Building upon this foundation,
BlenderBot 2.0 utilizes a standard architecture that incorporates seq2seq
models and Transformers to generate responses. The Transformer-based ar-
chitecture serves as the basis for creating long-term memory chatbots, with
three different sizes available (90M, 2.7B, and 9.4B). These models can access
and search the internet for up-to-date information and engage in complex
conversations on a wide range of topics. The applications of BlenderBot are
manifold, including chatbot development, virtual agents, and assistant agents.

In the latest iteration, BlenderBot 3.0 [32] incorporates an additional Open
Domain QA module that leverages internet searching APIs. This integration
enables the model to retrieve current and authentic information from the
internet.

While BlenderBot excels in generating responses related to personality,
empathy, and knowledge, it heavily relies on extensive training data for end-to-
end model training. Its training process is not specifically optimized for each
response skill, leading to a dependence on large-scale models and resources
to memorize user history sentences. In this study, BlenderBot is utilized as a
benchmark model for comparison purposes. Specifically, the 90M-BlenderBot,
which is comparable in size to the proposed system (84M) in this study, is chosen
as the baseline model to validate the effectiveness of the proposed method.

3 Proposed Methods

The proposed dialogue system, known as the Multiple Suggestion Transformer
(MST), is illustrated in Figure 2. The training process of MST consists of
two stages: the first stage involves using multiple suggestions for generating
responses, while the second stage incorporates user persona to fine-tune the
response generation model.

3.1 Considering the Multiple Suggestions for Generation

The Multiple Suggestion Transformer (MST) differs from the general Trans-
former model by incorporating three suggestion encoders: ED, PC, and WoW.
These encoders provide empathy advice, role advice, and knowledge advice
respectively. The MST uses these suggestion encoders to generate suggestion
embeddings, from which one is selected and given to the decoder for response
generation. This approach enhances the dialogue system by integrating mul-
tiple sources of information and enabling more informed and contextually
appropriate responses.
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Figure 2: The architecture of Multi-Suggestion Transformer.

Figure 3: Training process of MST considering multiple suggestions.

The training process of the first stage of MST is depicted in Figure 3.
Initially, the user input sentence is fed into four encoders, generating four
embeddings. Similarly, the target response is encoded using the target encoder.
These embeddings are then combined using a multi-layer perceptron (MLP),
resulting in a mixture embedding.

To determine the similarity distribution, the mixture embedding, and the
input embedding are subjected to dot product calculations with the three
suggestion embeddings. This process yields a similarity distribution that
indicates the resemblance between the input and each suggestion. In the case
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of BST, the target responses are associated with one of the three suggestions,
making the response most similar to one of them.

During the inference phase, as there is no target sentence information
available, the KL divergence loss [19] is employed to estimate the difference
between the probability distributions of the given input embedding alone
and the given input embedding along with the target sentence embedding.
This loss is represented by Equation (1), where k denotes one of the three
suggestion embeddings and K is 3. By utilizing this loss, the five encoders
are fine-tuned to grasp the similarity between the input sentence and the
suggestions. Consequently, the encoders gain the ability to determine which
suggestion to employ solely based on the input sentence.

LossKL =

K∑
j=1

p(k = ki|x, y) log
p(k = kj |x, y)
p(k = kj |x)

, (1)

kselected = argmax
ki

exp (p (ki|y, x) /λ)∑
j exp(p(kj |y, x)/λ)

, (2)

LossCE = − 1

N

N∑
i=1

p (yi) log softmax (p (ŷi)) . (3)

To select the most similar suggestion embedding to the mixture embedding,
which is a combination of the input embedding and the target sentence embed-
ding, Gumbel Softmax [15] is employed. This selection process is described by
Equation (2), where ’k’ represents one of the three suggestion embeddings. The
selected suggestion embedding, kselected, has the highest similarity calculated
by dot product. It is then concatenated with the user input embedding to
generate the response using the input sentence decoder. Our method, MST-
only-one (in Table 7), uses only one selected suggestion for generation, which
is the most similar to the ground truth response.

During training, the cross-entropy (CE) loss, as shown in Equation (3), is
calculated between the generated response and the ground truth response. This
loss is used to fine-tune the five encoders and the input sentence decoder. Here,
yi represents the ground truth response of the i-th sample, and ŷi represents
the generated response of the i-th sample.

Furthermore, three suggestion decoders are utilized to generate the three
suggestion sentences provided in BST. This is done to ensure that each sug-
gestion embedding possesses distinct characteristics. The cross-entropy losses
of each suggestion decoder are employed to fine-tune both the suggestion
encoders and decoders.

In addition to the approach of selecting a single suggestion embedding that
best matches the input sentence, this study also explores an alternative method,
MST-cat (in Table 7). It involves directly concatenating the three suggestion
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Figure 4: Training process of MST considering multiple suggestions (concatenate all sugges-
tion embeddings).

embeddings and utilizing the decoder to generate a response sentence, as shown
in Figure 4. Subsequent experiments are conducted to compare and evaluate
the effects of these two approaches on response sentence generation.

3.2 Combining User Persona for Generation

The second stage of training is depicted in Figure 5. In this stage, the dialogue
system extracts the user persona from each user input using the persona
detector and persona extractor, as illustrated in Figure 6.

Initially, the persona detector, which is a pretrained BERT-based model
[10], is employed to determine whether the user input sentence contains a user
persona. The data that includes a user persona is labelled as 1, while data
without a user persona is labelled as 0. The BERT model is used to embed the
representations of the input tokens and the start token (CLS). Subsequently,
a linear regression model maps the representation of the start token to a value
between 0 and 1. The Mean Square Error loss is employed to train both the
BERT model and the linear regression model. To detect whether a sentence
includes a user persona, a threshold of 0.5 is set.

For sentences that are identified as containing a user persona, the persona
extractor, which is a general Transformer model, is utilized to extract and
store the user persona in the user persona list. As the sentences may contain
redundant words, the summary sentences are organized and used as the training
target for the persona extractor.

To retrieve past user persona that matches the current user input sentence,
keyword extraction and expansion techniques are utilized. This mechanism
allows the dialogue system to identify information mentioned by the user in
previous utterances, facilitating long-term dialogue.

The keyword extraction process involves using YAKE! [5], an unsupervised
automatic keyword extraction method. YAKE! selects the most relevant
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keywords from the text based on statistical text features extracted from
individual documents. The algorithm consists of five main steps:

(1) Text pre-processing and candidate word identification: Stop words with
low information content are removed, and potential candidate terms are
identified.

(2) Feature extraction: Various features such as capitalization, word position,
word frequency, word-context relations, and word occurrence in different
sentences are extracted.

(3) Calculation of candidate word weight scores: The above features are
used to calculate the weight score of each candidate word.

(4) N-gram generation and calculation of candidate keyword scores: N-grams
are generated from the candidate words, and scores are calculated based
on their relevance.

(5) Data deduplication and sorting: Candidate keywords or key sentences
with high similarity, determined by Levenshtein distance, are removed,
and the remaining keywords are sorted.

Once the keywords are extracted, WordNet [25] is employed to perform
synonym expansion of these keywords. The expanded keywords are then used
to search the user persona list, retrieving the most recent user persona (not the
current one). Finally, the concatenation of the user persona and the user input
sentence is used as input for the generation model to produce the response.

WordNet is a lexical database that provides short, summary definitions for
each synset and captures the semantic relationships between different synsets.
It organizes nouns, verbs, adjectives, and adverbs into a synonym network,
where each synonym set represents a fundamental semantic concept. These

Figure 5: Training process of MST considering user persona.
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Figure 6: The process of user persona detection and extraction.

sets are connected through various relationships, allowing for the exploration
of word meanings and associations. WordNet contains a vast collection of
155,287 words and 117,659 synonym sets. It serves as a valuable resource
for expanding the word retrieval field in the dialogue system. By leveraging
WordNet, the system can perform synonym expansion, enhancing the coverage
and diversity of retrieved keywords. This expansion process helps to capture
related terms and broaden the search scope, thereby enriching the dialogue
system’s understanding and response generation capabilities.

The training process for considering user persona involves the addition
of Bag-Of-Word (BOW) loss [19] to fine-tune the generation model while
incorporating user persona information. The BOW loss is calculated between
the generated response and the retrieved user persona, as shown in Equation (4).
In the equation, k represents the latest one of the retrieved user personas, and
yt represents the t-th word of the ground truth sentence, and m represents
the length of the ground truth sentence. The BOW loss serves the purpose
of ensuring that the generated response contains words that appear in the
user persona. By incorporating this loss term, the training process encourages
the system to effectively utilize the retrieved user persona during response
generation. It helps to align the generated responses with the user’s persona
characteristics and preferences, enhancing the personalization and relevance of
the dialogue system’s output.

LBOW (θ) = − 1

m

m∑
t=1

log pθ(yt|k). (4)
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During the training of response generation combined with user personas,
an important step is to freeze the parameters of the three suggestion sentence
encoders. By doing so, the suggestion embeddings can preserve their respective
suggestion features, ensuring the accuracy and specificity of each suggestion.
The user input sentence is concatenated with the extracted user persona. This
combined input is then encoded by the input sentence encoder, generating an
input embedding. The selected suggestion embedding, determined through
the process described earlier, is concatenated with the input embedding. The
resulting concatenated embedding is fed into the decoder to generate a response
sentence.

To train the model, two loss terms are calculated: the cross-entropy (CE)
loss and the Bag-Of-Word (BOW) loss. The CE loss measures the difference
between the generated sentence and the ground truth sentence, while the BOW
loss encourages the generated sentence to contain words from the retrieved user
persona. These loss terms are used to fine-tune the input encoder and sentence
decoder, allowing the model to optimize its response generation process while
incorporating user persona information.

4 Experimental Results

4.1 Dataset

The BST dataset is an English dialogue dataset that was created with the
goal of incorporating knowledgeable, empathetic, and personal details in the
responses based on given personas. The dataset was collected by 2,679 data
collectors who participated in producing the dialogue content. On average,
each participant engaged in 5.4 conversations, resulting in a total of 6,808
conversations. Figure 7 is an example of the dialogue content of the BST
dataset. To ensure that the data collectors do not fall into fixed dialogue
patterns, they were allowed to refer to guide responses generated by models
trained on specific skills. This approach helps to diversify the dialogue content
and avoid repetitive patterns. The BST dataset is divided into training,
validation, and testing sets, as shown in Table 1. For the first stage training
of the Multi Suggestion Transformer, the BST dataset was utilized, leveraging
its rich dialogue content and the incorporation of various skills and personas.

The MSC dataset consists of conversations that contain 4–5 sessions per
conversation. In the dataset, the first session is based on the existing Per-
sonaChat dataset, where two speakers engage in a brief conversation as if they
were meeting for the first time. For the subsequent sessions, the participants
continue playing the same personas they used in the previous sessions. It is
important for the participants to not only maintain their personas but also keep
track of the previous dialogues. At the end of each session, other participants
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Figure 7: An example of the dialogue content of the BST dataset.

Table 1: Blended Skill Talk Statistics.

Train Valid Test

Number of conversations 4,819 1,009 980
Number of utterances 27,018 5,651 5,482
Percentage 70% 15% 15%

create a summary of the dialogue. These summaries serve as extensions of
the original given personas and help the two participants in the dialogue to
better understand the previous dialogue topics and background information.
The MSC dataset was used for the fine-tuning of the Multiple Suggestion
Transformer in the second stage of the proposed system. Table 2 provides
statistics about the MSC dataset, while Table 3 presents an example of a
conversation summary from the MSC dataset, showcasing how the summaries
capture the essence of the dialogue and provide additional context for the
participants.
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Table 2: Multi Session Chat Statistics.

Train Valid Test

Utterances 236,987 31,456 30,382
Summaries 133,290 25,459 24,375

Table 3: An Example of Conversation Summary of MSC.

Utterance Summary

I need some advice on where to go on
vacation, have you been anywhere lately?

None

I served or serve in the military. I’ve trav-
elled the world.

I served or serve in the military.
I’ve travelled the world.

That is good you have a lot of travel ex-
perience

None

Sure do. And a lot of experience blowing
things up! Haha. Bora bora is nice.

I’ve blown things up.

I’ve been working nonstop crazy hours and
need a break.

I’ve been working lots of hours. I
need a break.

4.2 Evaluation Metrics

In the study, several metrics were used for objective evaluation of the dialogue
system:

BLEU: BLEU is a metric commonly used in machine translation evaluation,
which measures the similarity between generated sentences and ground truth
sentences by comparing n-gram overlaps.

BERT-score (BERT-S) [44]: BERT-score is a language generation evalua-
tion metric based on a pre-trained BERT model. It represents the generated
sentence and the ground truth sentence as contextual embeddings and calcu-
lates the cosine similarity between the two embeddings.

Distinct-N: Distinct-N is used to evaluate the diversity of N-gram word
generation in sentences. The commonly used variants are Distinct-1 and
Distinct-2, which measure the percentage of unique unigrams and bigrams in
the generated sentences, respectively.

Perplexity (PPL): Perplexity is a metric often used to evaluate the stability
of language generators. It measures how well a language model predicts a
given sample of text.

Persona percentage (PerP): PerP is a metric proposed in the study. It
involves extracting keywords from the retrieved user persona and calculating
the percentage of those keywords that are present in the generated response. It
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measures the degree to which the generated response incorporates the persona
information.

Persona BLEU (PerB): PerB is another metric proposed in the study. It
calculates the BLEU-1 or BLEU-2 score between the retrieved user persona
and the generated response. It evaluates the similarity between the persona
and the generated text.

These metrics were used to assess different aspects of the system’s per-
formance, including the similarity to ground truth, diversity, stability, and
incorporation of user persona information in the generated responses.

In the human evaluation, a subjective A/B testing method similar to a
previous study [17] was employed. The process involved randomly selecting
100 sentences as the starting point of the dialogue, and two dialogue systems
conducted complete multi-turn dialogues based on these sentences. After the
dialogues were completed by the systems, ten evaluators were asked to evaluate
each sample based on the following four questions:

(1) Which dialogue system do you think is more human-like in its responses?
(Human)

(2) Which dialogue system do you think provides more diverse responses?
(Distinct)

(3) Which dialogue system do you think demonstrates better dialogue mem-
ory? (Memory)

(4) Which dialogue system would you prefer to have a conversation with?
(Satisfaction)

The evaluators assessed the performance of the dialogue systems based on
these subjective criteria to gauge the human-like nature, diversity of responses,
ability to remember previous dialogues, and overall satisfaction with the
dialogue system.

4.3 Performance of Considering Multiple Suggestions

BST was used to fine-tune the system of Multiple Suggestion Transformer
considering suggestion embeddings. The system framework is composed of
multiple Transformers, BERT and MLP models. The model parameters in the
system are shown in Table 4.

Table 5 presents the objective evaluation of the suggestion sentence decoder
during the first stage of MST training, demonstrating closely matched evalu-
ation values for all three categories. Additionally, Table 6 showcases output
examples of the suggestion sentence decoders, revealing distinct characteris-
tics for each type of suggestion sentence. The empathy suggestion exhibits
a tendency towards providing comfort, encouragement, and approval. The
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Table 4: Hyperparameter Settings of Our System.

Module Configuration item Parameter

Transformer

Encoder layer 8
Encoder heads 16

Encoder dimension 512
Decoder layer 8
Decoder heads 16

Decoder dimension 512

BERT Layer 12
Output dimension 768

MLP Layer 2
Output dimension 512

Training Detail
Epochs 20

Batch size 8
Learning rate 1e-7

Table 5: Objective Evaluation of Multiple Suggestion Transformer’s Suggestion Decoders.

Suggestion Decoder BLEU BERT-S

Empathy 5.34 96.59 (79.81)
System persona 7.60 96.97 (82.05)
Knowledge 5.28 96.74 (80.71)

system persona suggestion is inclined towards self-introduction and inquiries
about others’ preferences. The knowledge suggestion predominantly addresses
popular science knowledge.

Table 7 displays the objective evaluation results of the first stage training
on the testing set of BST. The first baseline model, BlenderBot (90M) [29],
is a publicly available model on Hugging Face, which was fine-tuned using
BST. The second baseline model, “MST-cat,” refers to the Multiple Suggestion
Transformer that concatenates multiple suggestion embeddings for response
generation (Figure 4). The third model, “MST-only-one,” represents the
Multiple Suggestion Transformer that utilizes Gumbel Softmax to select only
one suggestion embedding for response generation.

The results indicate that the Multiple Suggestion Transformer outperforms
BlenderBot in terms of BERT-S, Distinct, and PPL metrics. This implies
that generating three suggestion embeddings for reference can enhance the
performance of response generation. The MST-only-one, which only considers
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Table 6: The Output Examples of Three Suggestion Decoders of Multiple Suggestion
Transformer.

User input: I’m telling you. I’m in the mood for Mexican food.

Empathy What kind of food do you like to eat? I’m a big fan of
Mexican food.

System persona I love Mexican food. What do you like to do for fun?
I’m a vegan.

Knowledge I love Mexican food. It’s one of the most popular
foods in the United States.

User input: Me too! It gives great upper-body strength.

Empathy That’s good to hear. I’m glad you’re having a good
day.

System persona I agree! I’ve been working out for a few months
now and I love it!

Knowledge That’s true. It’s also good for your joints, heart, and
liver.

User input: Netflix original shows are the best in my opinion.

Empathy I’m not a fan of Netflix but I’ll check it out.
System persona I’ve never watched them. I’ll have to look them up.

What else do you like?
Knowledge I agree. Netflix has been around for a long time

since it started in 1997.

Table 7: Evaluation Results of Our Approach Considering Suggestions.

BLEU BERT-S Dist-1/2 PPL

BlenderBot 5.85 60.77 2.93/13.46 7.55
MST-cat 5.85 70.55 3.05/13.19 3.83
MST-only-one 6.66 74.16 4.38/17.83 2.31

the most suitable suggestion, surpasses both baseline models. This suggests
that providing excessive information to the decoder without carefully integrat-
ing it might hinder its performance. In general, providing suggestions to the
decoder can improve the response quality. If the provided information can
be integrated or denoised, the quality can be further improved. Selecting the
most appropriate suggestion is a denoising method that leads to better results
and higher stability of response generation.
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Table 8: The Output Examples of Models After Fine-tuning with Blended Skill Talk.

User input: That’s a smart idea, I want my kitty to feel at home. Do you like cats?

BlenderBot I do like cats, but I don’t have one yet. I’m not sure what to do with it.
MST-cat I do like cats. I have two.
MST-only-one I love cats! they’re so cute. I’ve had one since I was a kid. (System persona

suggestion)

User input: I am surprised how many reality tv shows are on air, what’s your favorite type.

BlenderBot I don’t really have a favorite type. I’m more of a reality tv fan.
MST-cat I really like reality tv. what’s your favorite type of food? mine is pizza.
MST-only-one I like reality tv because it’s so much fun to watch. reality tv is a great way

to get to know people. (Knowledge suggestion)

User input: It’s my partner’s birthday so I think we’ll end up going to dinner! Should be fun!

BlenderBot That sounds like a lot of fun! what kind of food are you thinking of going to?
MST-cat That sounds like a lot of fun. I hope you guys have a great time.
MST-only-one That sounds like fun! I hope you guys have a great time! what are you

having for dinner? (Empathetic Suggestion)

User input: Wow my favorite band is Metallica and they are still performing too.

BlenderBot That’s awesome! I’ve never heard of them. what’s their name?
MST-cat I’ve never heard of them. I’ll have to check them out. what kind of music do

you like?
MST-only-one I’ve never heard of Metallica. I’ll have to check them out. what kind of music

do they play? (System persona suggestion)

Table 8 shows the output example of BlenderBot, MST- cat and MST-only-
one. It can be seen that compared with the two models of Blender and MST-cat,
MST-only-one generates more information and more detailed response sen-
tences. This shows that Multi Suggestion Transformer can effectively refer to
the features of suggestion sentences to generate more informative response sen-
tences and reduce the generation of meaningless universal response sentences.

Table 9: Hyperparameter Settings of the Persona Detector and Extractor.

Module Configuration item Parameter

Detector
Layer 12

Attention heads 12
Dimension 768

Extractor
Encoder/Decoder Layer 6/6

Attention heads 8
Dimension 512
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4.4 Performance of Considering User Personas

The user persona summary data from MSC is utilized to train the persona
detector and persona extractor. The MSC dialogue summary data statistics is
shown in Figure 8. The blue bars are the number of samples with user personas,
the orange bars are the number of samples without user persona. Table 9
shows the hyperparameters of the persona detector and persona extractor.
Table 10 displays the dataset size and the results of detection and extraction.
The detector is a BERT model designed for binary classification, determining
whether the input contains a user persona. On the other hand, the extractor
is a Transformer model capable of extracting the persona from sentences that
contain personas. Table 10 indicates that both models exhibit dependable
capabilities in their respective tasks. Regarding existing persona generation
methods, Lu et al. [23] introduced the partner persona generation structure.
The personas generated through their method were evaluated on the same
dataset, PersonaChat, which we used in our study. Their method achieved a
BLEU score of 2.99. In contrast, our method did not predict the persona but
extracted information from the dialogue history. This difference in approach
may be one of the reasons why we achieved better results.

Figure 8: The MSC dialogue summary data statistics.

Table 10: Hyperparameter Settings of the Persona Detector and Extractor.

Module Train Valid Test

Detector Amount 133,290 25,459 24,375
Accuracy 85.71% 85.38% 84.45%

Extractor Amount 83,575 16,432 16,397
BLEU 12.96 11.06 11.78
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Table 11 shows the number of user personas that can be retrieved using the
keywords extracted by Yike! and the expanded keywords. If keyword expand
is performed, the number of user personas retrieved from the training data
set will increase from 17579 to 24128. Table 12 shows the examples of user
persona retrieval. Without the keyword extension, some user personas may be
ignored.

Table 13 presents the objective evaluation results of the generation model
considering user personas, assessed on the testing set of MSC. The Multi-

Table 11: Number of Retrieved User Personas.

Train Valid Test

Keyword only 17,579 6,508 5,957
Keyword expand 24,128 9,241 8,256

Table 12: Examples of Conversation Summary of Multi Session Chat.

User input I like that better. We can go for the drive later.
Is your house near the beach?

Word Retrieved personas

Keyword drive -

Keyword
expand

drive, ride, . . . I would like to go on a ride in a
sports car while I’m in Japan.

User input That’s another a great band! I love honey BBQ
Frito twists. What about you?

Word Retrieved personas

Keyword Band I am into metal bands and rock.

Keyword
expand

Dance, band, . . . I am into metal bands and rock.

User input English is my favorite subject in school!
Does he have a favorite book?

Word Retrieved personas

Keyword time, book -

Keyword
expand

clock, time, book, story My favorite bedtime story is if
you give a mouse a cookie.
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Table 13: Objective Evaluation Results of The Approach Considering User Persona on Multi
Session Chat.

BLEU BERT-S Distinct-1/2 PPL PerP PerB
Model (↑) (↑) (↑) (↓) (↑) (↑)

BlenderBot 5.86 19.21 0.59/3.23 5.24 9% 32.35/11.97
Ours (w/o user persona) 6.02 20.06 0.58/3.30 2.91 11% 31.72/11.59
Ours (w/o keyword
expansion)

6.29 76.91 0.66/3.47 2.85 19% 37.82/16.78

Ours (user persona +
keyword expansion)

6.12 83.27 0.78/4.38 2.72 46% 48.30/25.06

Suggestion Transformer without considering user personas (the second baseline)
outperformed Blender, demonstrating the effectiveness and generalizability of
the system when referring to three suggestions on both corpora.

To demonstrate the usefulness of the user persona retrieved through key-
word expansion, we compared the system using user persona retrieval with
keywords only (the third baseline) and with keyword expansion (ours). It
was observed that while the BLEU score decreased by 0.17, the retrieval
with keyword expansion indeed improved most objective evaluation metrics
compared to retrieval with keywords only.

Moreover, the Multi-Suggestion Transformer incorporating user persona
information (ours) achieved the best performance in most evaluation metrics.
Compared to the Multi-Suggestion Transformer without user persona infor-
mation, the addition of user persona information resulted in a 0.1 increase in
BLEU, a 63.21 increase in BERT Score, a 0.2/1.08 increase in Distinct-1/2,
a 0.19 decrease in PPL, and a 35% increase in PerP, as well as a 16.58/13.47
increase in PerB. These findings demonstrate that incorporating user personas
improves generation quality, making the responses more informative (BLEU
and BERT-S), diverse (Distinct), stable (PPL), and more user persona aware
(PerP and PerB).

The subjective evaluations presented in Table 14 were conducted by ten
individuals in a double-blind manner. The results indicate a preference for

Table 14: Subjective Evaluation Results on The Four Questions.

Metrics Ours BlenderBot

Human 68% 32%
Distinct 56% 44%
Memory 52% 48%
Satisfaction 64% 36%
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Table 15: Response Generation by The Proposed System.

User: Hi my name is Peter and I like cats.

User persona: I am Peter. I like cats.

Retrieved: None

System: That’s a great name. I like cats too. do you have
any pets?

User: Yes. I have a Persian cat called Amy.

User persona: My Persian cat’s name is Amy.

Retrieved: I like cats.

System: That’s a great name for a cat. I ’m thinking of getting a cat.

User: This is such a great idea, cats make people happy,
what kind of cat would you like to have?

User persona: I think cats make people happy.

Retrieved: My Persian cat’s name is Amy. I like cats.

System: I’m not sure. I think a Persian cat would be a good choice.
Do you have any hobbies?

User: I like to read. What about you?

User persona: I like to read.

Retrieved: None

System: I like to read as well. I’ve been reading a lot of books.

the responses generated by our system over Blender Bot in all four questions.
Particularly, our system achieved scores of 68% and 64% in terms of Human
and Satisfaction, respectively. However, in the aspect of Memory, our system
only slightly outperformed Blender.

It is important to note that this subjective evaluation had certain limi-
tations. The evaluation did not involve real individuals interacting with the
dialogue system; instead, two identical dialogue systems engaged in a long-term
conversation with each other. As a result, the dialogue systems occasionally
repeated the same utterances to each other after a certain number of turns.
Additionally, the length of the conversations was not sufficient to demonstrate
differences in Memory between the systems.

The dialogue examples generated by the proposed system are shown
in Table 15. For each round, the system can effectively extract the user
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persona from user sentences and utilize the retrieved user persona to gen-
erate response sentences that are closer to user preferences. In the third
round, the system remembered the user persona “My Persian cat’s name is
Amy”. Therefore, when the user asked the system what breed of cat it would
like to have, the system generated a Persian-cat-related response sentence,
such as “I think Persian cats would be a good choice”. The response was
close to the user’s preference. It means that the system has memory ability
and can achieve long-term dialogue, rather than just a single round of QA
dialogue.

5 Conclusions

This study introduces a long-term dialogue system based on the Multi-
Suggestion Transformer. The system is capable of extracting user personas
from user input sentences and generating three suggestion embeddings, which
aid in generating more relevant responses.

In terms of objective evaluation on MSC, our proposed system outperformed
Blender in various metrics. The BLEU score increased by 0.26, the BERT score
increased by 64.06, the Distinct-1/2 increased by 0.19/1.15, the PPL decreased
by 2.52, the PerP increased by 37%, and the PerB increased by 16.58/13.47.
These results indicate that the proposed system generates sentences that closely
resemble ground truth sentences and are more aligned with the user persona.

Regarding subjective evaluation, the proposed system demonstrated supe-
rior performance compared to Blender across all four metrics. Particularly,
the system excelled in terms of humanization and satisfaction, providing an
enhanced user experience.

For future work, the two contributions of this study can be further improved.
Firstly, regarding the use of multiple suggestions, in the experiments of this
study, it was found that using only one suggestion obtained by Gumbel
Softmax yielded the best results. However, incorporating more suggestions
could potentially provide additional information to improve response generation.
One approach to achieve this is by using the similarity of each suggestion
as a weight to fuse the multiple suggestions, potentially leading to enhanced
response generation. Secondly, it is suggested to explore more effective ways
of utilizing user personas. This could involve leveraging external knowledge
bases to extend user personas into related domains, allowing for a deeper
understanding of users. Additionally, organizing the user persona list in a
more detailed manner, such as classifying collected personas and updating
extracted personas within the same class, can capture the user’s long-term
interests and changes, ultimately enabling personalized services and enhancing
user satisfaction.
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