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ABSTRACT

In this paper, we propose an online blind source separation (BSS)
method that is robust against the self-rotation of microphone arrays.
Online auxiliary-function-based independent vector analysis (OIVA)
is one of the promising methods for real-time BSS. One major issue
of real-time BSS is robustness against the movements of sources or
microphones. Parameter re-estimation is necessary if such changes
occur during processing. OIVA is robust against smooth movements
of sources and achieves high separation performance. However, OIVA
should perform better against rapid movements of microphones. In this
study, we exploit sound field interpolation (SFI) for circular microphone
arrays (CMAs) with OIVA. SFI cancels out the rotation of a CMA,
enabling us to apply BSS without parameter re-estimation. We propose
two methods: a combination of SFI and OIVA for preprocessing and
a method using parameter transformations for practical applications.
Simulation experiments confirmed that SFI improves the robustness of
OIVA in situations where the microphone is rotating.
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1 Introduction

Blind source separation (BSS) [17] is a technique to extract source signals
from their observed mixture. Popular approaches for BSS include independent
vector analysis (IVA) [7, 11], auxiliary-function-based IVA (AuxIVA) [22], and
their extensions [3, 12, 20]. These methods assume a time-invariant acoustic
transfer system (ATS). However, in practical applications, considering time
variations of the ATS, such as microphone movements, is necessary.

Multichannel acoustic signal processing techniques considering the dynamic
environment have recently attracted considerable attention. Several methods
using recursive parameter updates have been proposed, such as beamforming
[6], direction-of-arrival tracking [32], and speaker tracking [24]. Furthermore,
competitions have been organized, and datasets have been developed for
speech processing in dynamic scenarios. Clarity Challenge [1] aims to improve
speech intelligibility in hearing aids and includes data on the listeners’ head
movements. SPEAR Challenge [5] is a speech enhancement challenge for
head-worn hearing devices, and extensive datasets called EasyCom [4] have
been distributed, which include speaker and head movement data.

In relation to BSS, many methods have been proposed on the basis of a
block batch [9, 13, 14] or online processing [10, 27] to account for environmental
changes. In particular, online AuxIVA (OIVA) shows high separation perfor-
mance in real-time scenarios [27]. It has also been actively researched recently
for applications in hearing aids [25], joint optimization with dereverberation
[28], and computationally efficient optimization [19]. OIVA estimates demixing
matrices in a frame-by-frame manner and can track smooth environmental
changes in ATS, such as slow movements of sources. However, rapid changes in
ATS, such as the emergence of new sources or microphone movements, make
online BSS difficult and thus degrade separation performance.

Several methods have been proposed to cope with such rapid changes.
Sound field interpolation (SFI) for circular microphone arrays (CMAs) has
been proposed to address the rotation of a CMA [30]. This method exploits the
symmetry of the CMA to estimate the sound field before the rotation of the
CMA by a simple linear operation. The applications of SFI to beamforming
[29] and steering vector estimation [31] have also been proposed, as well as a
method of self-estimating the rotation angle of a CMA [16]. We expect that
the combination of OIVA and SFI will improve the robustness against the
rotation of CMAs.

In this paper, we address BSS in situations where a CMA rotates. SFI
cancels out the effect of the rotation, and BSS is applied in the latter stage.
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As described in Section 4, a naive combination of SFI and OIVA has a
problem for practical applications. In contrast, in this study, we develop
a more straightforward method than this combination and demonstrate its
effectiveness through experiments. Experiments show that our proposed
method is significantly better than the conventional OIVA.

The rest of this paper is organized as follows. We formulate our problem in
Section 2. In Section 3, we describe online BSS and SFI, and how to combine
them. In Section 4, we propose a new online BSS that utilizes the information
before and after the rotation of a CMA. We conducted some experiments to
show the efficacy of SFI for online BSS in Section 5. In Section 6, we conclude
this paper.

2 Problem Formulation

Let us consider the BSS problem with a CMA that can be horizontally rotated
as shown in Figure 1. LetK andM be the numbers of sources and microphones,
respectively. We assume that the observed signal xf,t is in the short-time
Fourier transform (STFT) domain modeled as

xf,t = a1,f,ts1,f,t + · · ·+ aK,f,tsK,f,t =

K∑
k=1

ak,f,tsk,f,t, (1)

where f = 1, . . . , F denotes the frequency bin index, t = 1, . . . , T denotes the
time frame index, sk,f,t ∈ C (k = 1, . . . ,K) denotes the kth source signal,
and ak,f,t ∈ CM denotes the steering vector of the kth source signal for each
microphone. Moreover, we here set the reference microphone ℓ = 1 without
the loss of generality. In this case, each steering vector can be denoted as

ak,f,t :=
[
1 a2,k,f,t . . . aM,k,f,t

]T
(k = 1, . . . ,K). (2)

Under this definition, am,k,f,t (m = 2, . . . ,M, ∀k = 1, . . . ,K) corresponds
to the relative transfer function from the kth source to the mth microphone,
and thus each source signal s1,f,t, . . . , sK,f,t can be regarded as the source

Figure 1: Overview of blind source separation problem with a CMA.
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image at the reference microphone. Note that many BSS methods require
a time-invariant mixing system ak,f (∀k), whereas, in this paper, steering
vectors are time-variant ak,f,t (∀k) to account for CMA rotation. We aim to
estimate source images at the reference microphone even when the CMA is
rotated. In the following, we assume that the rotation angle θt at each frame
is known using another sensor, such as an angular acceleration sensor.

Next, we consider an online BSS problem analyzed using the model defined
above. We henceforth assume that the number of microphones of the CMA is
equal to that of sources: M = K. We aim to estimate demixing matrices and
signals using only the currently and previously observed signals xf,1, . . . , xf,t:

W f,t =
[
w1,f,t . . . wK,f,t

]H ∈ CK×M , (3)

yf,t = W f,txf,t ∈ CK , (4)

where W f,t is the demixing matrix and yf,t is the estimated signal.
Unless otherwise specified, the indices f, t, and k always range from 1 to

F, T, and K, respectively. We omit the bounds of sets for these indices when
they span the ranges. {xf,t}f,t denotes the set of xf,t for all f and t, for
example.

3 Conventional Methods

3.1 Batch Auxiliary-Function-Based Independent Vector Analysis

As the basis of our work, we first summarize the batch AuxIVA [22]. In
AuxIVA, we estimate time-invariant demixing matrices {W f}f using all the
time frames t = 1, . . . , T by minimizing the following objective function:

Jf (W f ) =

K∑
k=1

wH
k,fV k,fwk,f − log|detW f |2, (5)

V k,f =
1

T

T∑
t=1

φ(rk,t)xf,tx
H
f,t, (6)

rk,t =
√∑F

f=1|wH
k,fxf,t|2, (7)

where φ : R>0 → R>0 is defined as φ(r) = ψ′(r)/(2r), with ψ′(r) being the
first derivative of ψ(r) for r and ψ(r) is the contrast function derived from the
probability density function of source signals. In this paper, we assume that
φ(r) = F/r2, which represents the time-varying Gaussian distribution [21].
V k,f is the weighted covariance matrix of the observed signals. One popular
method of minimizing the objective function (5) with respect to W f includes
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iterative projection (IP) [22]. IP cyclically updates each row vector of the
demixing matrix (demixing vector) wH

k,f (k = 1, . . . ,K) using the following
update rule:

wk,f ← (W fV k,f )
−1ek, (8)

wk,f ← wk,f√
wH

k,fV k,fwk,f

, (9)

where ek ∈ RK is the canonical basis vector with the kth element unity. The
estimated signal is estimated as yf,t = W fxf,t.

3.2 Online Auxiliary-Function-Based Independent Vector Analysis

Online AuxIVA (OIVA) [27] is an extension of batch AuxIVA to an online
algorithm. In OIVA, the weighted covariance matrices are updated with the
following incremental update rule as an approximation of (6):

V k,f,t = αV k,f,t−1 + (1− α)φ(rk,t)xf,tx
H
f,t, (10)

rk,t =
√∑F

f=1|wH
k,f,txf,t|2, (11)

where α (0 ≤ α < 1) is the forgetting factor. With this incremental update
rule, we can directly apply IP to estimating time-varying demixing matrices
{W f,t}f at each time frame t by simply replacing wk,f , V k,f in (8), (9) with
wk,f,t, V k,f,t.

We then estimate the signal using by (4). The scale of the output estimated
signal yf,t may be contaminated by the scale ambiguity problem. To restore
the scale ambiguity and obtain an estimated source image at the reference
microphone, we apply the following backprojection [18] for postprocessing:

Ŵ f,t ← diag
(
eT1W

−1
f,t

)
W f,t, (12)

yf,t ← Ŵ f,txf,t, (13)

where diag(·) is an operator for constructing a diagonal matrix with each of
its elements equals the corresponding element of the given vector. Algorithm 1
summarizes the OIVA algorithm. The online updates of V k,f,t (10) enable
OIVA to track the slow movement of source signals or microphones progressively.
Nevertheless, it cannot promptly adapt to rapid changes, which can happen in
head rotation when wearing CMA on the head. In this research, we aim to
solve this problem.

3.3 Sound Field Interpolation on Circular Microphone Array

In this subsection, we briefly review the sound field interpolation method on a
CMA, initially proposed in [29, 30]. Let x(ϕ) be a continuous sound pressure
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Algorithm 1 Online AuxIVA (OIVA)
Input: {xf,t}f,t, {W f,0}f , {V k,f,0}k,f , α, Nitr

Output: {yf,t}f,t

for t = 1, . . . , T

for f = 1, . . . , F

W f,t ← W f,t−1

for nitr = 1, . . . , Nitr

for k = 1, . . . , K

rk,t ←
√∑F

f=1|wH
k,f,txf,t|2 // (11)

for f = 1, . . . , F

V k,f,t ← αV k,f,t−1 + (1− α)φ(rk,t)xf,tx
H
f,t // (10)

wk,f,t ← (W f,tV k,f,t)
−1

ek // (8)

wk,f,t ← wk,f,t√
wH

k,f,tV k,f,twk,f,t

// (9)

for f = 1, . . . , F

Ŵ f,t ← diag
(
eT1W

−1
f,t

)
W f,t // (12)

yf,t ← Ŵ f,txf,t // (13)

on the circumference of a circle at a spatial angle ϕ (0 ≤ ϕ < 2π), as shown in
Figure 2. Then, we observe a sound field with M microphones distributed on
the circle at even intervals. The mth observed signal is denoted as

xm = x
(
2π

m

M

)
, (m = 0, . . . ,M − 1). (14)

In other words, we regard the observations of the sound field with a CMA as
the discretizations of that along an angle on the circumference ϕ. We assume
that this spatial sampling by the CMA satisfies Shannon’s sampling theorem,
i.e., x(ϕ) contains no frequency components higher than half of the sampling
frequency on the circumference of the circle. If the CMA is rotated by a spatial
angle θ ∈ R, we can regard its observation as the δ-sample shift of xm where
δ = M

2π θ;

x

(
2π

M
m+ θ

)
:= xm+δ. (15)

Next, we formulate a sound field interpolation problem with the model
above. We define the M -point spatial discrete Fourier transform (DFT) of xm



Self-Rotation-Robust Online-Independent Vector Analysis 7

Figure 2: Concept of sound field interpolation on a CMA. The left figure shows the CMA in a
continuous sound field (six microphones in this example). Each black dot is a microphone at
the reference position, and each gray dot is a microphone at the rotated position. Background
colors indicate the sound pressure of a plane wave. The right side shows the sound pressure
along the circumference.

and its inverse transform as

FK [xm] =
∑
m∈K

xmz
−mk := Xk, (16)

F−1
K [Xk] =

1

M

∑
k∈K

Xkz
mk, (17)

where z := exp(j 2πM ) is a twiddle factor of the M -point DFT, j is the imaginary
unit, and K is an index set defined as

K =

{{
−K

2 + 1,−K
2 + 2, . . . , K2

}
(K is even),{

−K−1
2 ,−K−1

2 + 1, . . . , K−1
2

}
(K is odd).

(18)

As is well known, for the shift theorem of DFT, the following equation is
satisfied for any integers d:

FK [xm+d] = Xkz
dk. (19)

Although (19) does not hold strictly for real numbers, we assume that the
following equation holds approximately for a real number δ:

FK [xm+δ] = Xkz
δk. (20)

From these assumptions, we have

xm+δ = F−1
K

[
Xkz

δk
]
, (21)

=
1

M

∑
k∈K

(
Xkz

δk
)
zmk, (22)

=
1

M

∑
k∈K

(
M−1∑
n=0

xnz
−nk

)(
z(δ+m)k

)
, (23)
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=

M−1∑
n=0

xn

(
1

M

∑
k∈K

z(δ+m−n)k

)
:=

M−1∑
n=0

xnum,n(δ). (24)

The coefficient um,n(δ) is calculated as

um,n(θ) =


z−L(M

2 −1)

M

1− zLM

1− zL

z−LK−1
2

M

1− zLM

1− zL

=


sinc(L)

sinc(L/M)
z

L
2 (M is even),

sinc(L)

sinc(L/M)
(M is odd),

(25)

where L = δ + m − n (m,n = 0, . . . ,M − 1) [30]. (25) is an alternative
expression for (3) in [30]. See Section II of [30] for the detailed derivation.

The above relationship also holds in the frequency domain. Let us define
the following vector:

x =
[
x0 . . . xM−1

]T
, (26)

xδ =
[
x0+δ . . . x(M−1)+δ

]T
. (27)

From (24), we have

xδ =

 u0,0(θ) . . . u0,M−1(θ)
...

. . .
...

uM−1,0(θ) . . . uM−1,M−1(θ)

x := U(θ)x, (28)

where U(θ) ∈ CM×M is the rotation matrix. By definition, U(θ) is obviously
a unitary matrix: U−1(θ) = UH(θ). Next, let X be its DFT defined as[
X0 . . . XM−1

]T
= Fx, where F is a K-point DFT matrix. By using these

expressions, we can diagonalize U(θ) as F HU(θ)F since U(θ) is a unitary
matrix. Therefore, the relationship between X and Xδ can be expressed as
Xδ = U(θ)X, because xδ = F HU(θ)Fx.

In the STFT domain, we consider a situation where a CMA is rotated by
degree θt at the time frame t, and let x̃f,t be the observed signal recorded
without CMA rotation (reference position). By using the expression above,
we assume that the observed signal with CMA rotation xf,t is expressed as
the following linear approximation:

x̃f,t = U−1(θt)xf,t. (29)

As mentioned in the previous section, note that θt must be known using
another sensor, such as an angular acceleration sensor, or estimated from the
acoustic observation itself [16].
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4 Proposed Method

4.1 SFI-based OIVA with Transformation of Latest Observation

In the beamforming that is robust against the self-rotation proposed in [30],
the signals observed by the CMA with angle θt are transformed frame by
frame to what would have been observed at the reference position, namely,
at the angle θ = 0, using SFI, and then the beamforming is applied to the
transformed signals.

To make OIVA robust against self-rotation, we first consider a similar
approach to [30] in this subsection. In this method, we simply apply the
transformation using SFI to the latest observation, i.e.,

x̃f,t ← UH(θt)xf,t, (30)

and the online update of the weighted covariance matrix V k,f,t is performed
using the transformed signal x̃f,t such as

V k,f,t ← αV k,f,t−1 + (1− α)φ(rk,t)x̃f,tx̃
H
f,t. (31)

The demixing matrices W f,t are estimated by using these weighted covariance
matrices V k,f,t similarly to OIVA. Algorithm 2 summarizes OIVA using this
approach, and Figure 3 shows the system diagram.

Assuming that a CMA rotates only once at a specific time frame t, we
analyze how the proposed method, as given in (31), differs from the original
formula in (10). In (10), the value of V k,f,t is updated online. However, since
the angle of the CMA differs between the time frames t− 1 and t, the blending
of V k,f,t−1, which holds information before the rotation, and xf,t, which
holds information after the rotation, leads to an inaccurate estimation of the
demixing matrix W f,t. If the CMA does not rotate further after the time frame
t, the observation information before the rotation is gradually diminished, and
V k,f,t and W f,t are expected to slowly converge to their values associated
with the post-rotation position of CMA. However, this convergence is expected
to take time. In contrast, in (31), all observed signals are translated into the
observation at the reference position. Thus, even if the CMA rotates at the
time frame t, there is no substantial discrepancy between V k,f,t−1 and x̃f,t,
and the effect of the rotation on the estimation of the demixing matrix W f,t

is expected to be markedly reduced.
Note that the separated signals obtained by this approach are the source

images at the reference microphone of the CMA with the reference angle. Since
the position of the reference microphone is fixed in the space regardless of
the CMA rotation, this causes problems in some practical applications. For
example, in hearing aid applications or virtual/augmented reality (VR/AR)
applications with a head-mounted display, it is desired to present a separated
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signal with the source localization sensation. For this purpose, we should
estimate the source images on the reference microphone of the CMA rotated
together with the head.

Algorithm 2 SFI-based OIVA using Transformation of Latest Observation
(SFIIVA-O)
Input: {xf,t}f,t, {W f,0}f , {V k,f,0}k,f , α, Nitr, {θt}t
Output: {yf,t}f,t

for t = 1, . . . , T

for f = 1, . . . , F

x̃f,t ← UH(θt)xf,t // (30)

W f,t ← W f,t−1

for nitr = 1, . . . , Nitr

for k = 1, . . . , K

rk,t ←
√∑F

f=1|wH
k,f,tx̃f,t|2 // (11)

for f = 1, . . . , F

V k,f,t ← αV k,f,t−1 + (1− α)φ(rk,t)x̃f,tx̃
H
f,t // (31)

wk,f,t ← (W f,tV k,f,t)
−1

ek // (8)

wk,f,t ← wk,f,t√
wH

k,f,tV k,f,twk,f,t

// (9)

for f = 1, . . . , F

Ŵ f,t ← diag
(
eT1W

−1
f,t

)
W f,t // (12)

yf,t ← Ŵ f,tx̃f,t // (13)

4.2 SFI-based OIVA with Transformation of Pre-update Demixing and
Weighted Covariance Matrices

In this subsection, we propose another online BSS that is robust against CMA
rotation and outputs the source image at the latest reference microphone
position frame by frame. As discussed in the previous section, the mismatch
between V k,f,t−1 and xf,t causes a problem. In the previous approach, we
transform xf,t to what it should be at the reference position of the CMA. In
this subsection, we consider another approach: transforming V k,f,t−1 to what
it should be at the latest position of the CMA.



Self-Rotation-Robust Online-Independent Vector Analysis 11

First, we discuss the parameter transformation in a time-invariant case
for simplicity. In this case, demixing matrices W f and weighted covariance
matrices V k,f are independent of the time frame t. Let xf,t and x̃f,t be
observations if the angle of the CMA is fixed at θ1 and θ2, respectively. If the
approximation of SFI is satisfied, xf,t and x̃f,t hold the following relation:

x̃f,t = U(∆θ)xf,t, (32)

where ∆θ = θ2 − θ1. From this, we have the estimated signal yf,t as

yf,t = W fxf,t, (33)

= W fU
H(∆θ)x̃f,t := W̃ f x̃f,t, (34)

where W f and W̃ f are time-invariant demixing matrices for xf,t and x̃f,t,
respectively. Therefore,

W̃ f = W fU
H(∆θ). (35)

Similarly, the time-invariant weighted covariance matrix V k,f estimated using
xf,t is calculated as

V k,f = Et

[
φ(rk,t)xf,tx

H
f,t

]
, (36)

where Et [At] is the expectation operation for the random variable matrix At

with respect to the time frame t. We rewrite the weighted covariance matrix
V k,f of xf,t using Ṽ k,f as

Ṽ k,f = Et

[
φ(rk,t)x̃f,tx̃

H
f,t

]
, (37)

= Et

[
φ(rk,t)U(∆θ)xf,tx

H
f,tU

H(∆θ)
]
, (38)

= U(∆θ) Et

[
φ(rk,t)xf,tx

H
f,t

]
UH(∆θ), (39)

= U(∆θ)V k,fU
H(∆θ). (40)

Although V k,f,t and W f,t are estimated online in OIVA, we use these
variable transformations written in (35) and (40) for the preprocessing of their
update to compensate for the CMA rotation such as

W̃ f,t−1 ←W f,t−1U
H(∆θt), (41)

Ṽ k,f,t−1 ← U(∆θt)V k,f,t−1U
H(∆θt), (42)

where ∆θt = θt − θt−1. This method preserves the observation as is and
transforms the intermediate variables as W f,t−1 and V k,f,t−1 instead; thus,
the source image at the latest CMA position can be estimated, which is an
advantage of this algorithm. Furthermore, the angle of the CMA is supposed
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Algorithm 3 SFI-based OIVA with Transformation of Pre-update Demixing
and Weighted Covariance Matrices (SFIIVA-M)
Input: {xf,t}f,t, {W f,0}f , {V k,f,0}k,f , α, Nitr, {θt}t
Output: {yf,t}f,t

for t = 1, . . . , T

∆θt ← θt − θt−1

for f = 1, . . . , F

W f,t ← W f,t−1U
H(∆θt) // (41)

for k = 1, . . . , K

Ṽ k,f,t−1 ← U(∆θt)V k,f,t−1U
H(∆θt) // (42)

for nitr = 1, . . . , Nitr

for k = 1, . . . , K

rk,t ←
√∑F

f=1|wH
k,f,txf,t|2 // (11)

for f = 1, . . . , F

V k,f,t ← αṼ k,f,t−1 + (1− α)φ(rk,t)xf,tx
H
f,t

wk,f,t ← (W f,tV k,f,t)
−1

ek // (8)

wk,f,t ← wk,f,t√
wH

k,f,tV k,f,twk,f,t

// (9)

for f = 1, . . . , F

Ŵ f,t ← diag
(
eT1W

−1
f,t

)
W f,t // (12)

yf,t ← Ŵ f,txf,t // (13)

to be measured by integrating angular accelerometers, which can introduce
bias errors. In this case, the method described in the previous subsection
continues to have errors in the transformation of the observations to those at
the reference position. On the other hand, in the method described in this
subsection, the error included in the transformation of W f,t and V k,f,t should
disappear with online updates. This is another advantage of this approach.
We will show this in an experiment to be described later. The entire algorithm
is summarized as Algorithm 3, and Figure 4 shows the system diagram of our
approach.
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Figure 3: System diagram of proposed SFIIVA-O.

Figure 4: System diagram of proposed SFIIVA-M.

5 Experimental Validation

In this section, we confirm with our experimental results how much SFI
contributes to BSS and discuss the difference in the location of the source
image due to the SFI. Henceforth, we assume that the CMA was instantaneously
rotated at the angle θ at the time frame τ .

5.1 Setup

Simulation experiments with large random synthesized datasets were conducted
to evaluate the performance of BSS under a situation where a CMA rotates.
The datasets consisted of 100 samples, and each sample simulated observed
signals with five source signals with a five-channel CMA using the image source
method [2]. As the source signals, we used the speech signals of five speakers
(jvs001, jvs002, . . ., jvs005) from the JVS dataset [26]. In this experiment,
the utterances included in parallel100 were randomly concatenated for each
speaker. The length was 60 s, and the sampling frequency was resampled from
24 kHz to 16 kHz. The reverberation time was approximately 100ms. A CMA
with K = 5 channels and a radius of 2 cm was placed at the center of the room.
Each source was randomly placed at least 1m from the center of the CMA
and within an angle ranging from 360◦

K k to 360◦

K (k − 1) + 180◦

K (k = 1, . . . ,K).
Figure 5 illustrates the range of sources’ placements and its example. To
simulate the instant rotation of the CMA, the source images were generated
when the CMA was rotated 40◦ counter-clockwise from the horizontal axis and
was joined together at 0–30 s and 30–60 s intervals. Note that the rotation
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Figure 5: Room layout. The center of CMA is placed at (4.0m, 3.0m) in the room with the
radius of 2 cm. CMA was rotated 40◦ counter-clockwise at 30 s. In the zoomed plot of (b),
red dots represent the microphones at the position before rotation, green dots represent the
position after rotation, and the cross lines in the middle represent the center of CMA.

angle and time are given in an oracle manner. STFT was performed on the
observed signals with a frame length of 4096 points, a shift length of 2048
points, and a Hamming window. The scale of the output signal was restored
by backprojection as shown in Algorithm 1, with the reference microphone
as microphone 1. The separation performance was evaluated by the scale-
invariant signal-to-distortion ratio (SI-SDR) [15] and its improvement (SI-SDR
improvement; SI-SDRi). The reference signal for the SI-SDR was the source
image recorded with a rotated CMA.

The initial values for demixing and weighted covariance matrices were
W f,0 = I (∀f) and V k,f,0 = 10−3 × I (∀k, f), respectively, where I is the
K-dimensional identity matrix. We set the number of iterations in each
time frame in Algorithm 1 Nitr to 5. We ran experiments using various
forgetting factors α = 0.9, 0.95, 0.98, and 0.99, which were chosen so that the
approximate number of frames 1

1−α = 10, 20, 50, and 100, respectively. To
increase numerous stability for the implementation of OIVA, we applied the
following ad-hoc normalization V k,f,t ← V k,f,t +10−3× I after updates using
(10). We compared the following four methods:

Naive OIVA described in Section 3.2 as a baseline.

Reset Re-initialize the weighted covariance and demixing matrices when the
CMA was rotated: W f,τ−1 ← I, V k,f,τ−1 ← εI.

SFIIVA-O Apply SFI to the latest observation and estimate the source image
at the fixed position (Algorithm 2).
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SFIIVA-M Apply SFI to the weighted covariance and demixing matrices as
parameter transformation and estimate the source image at the position
rotated with CMA (Algorithm 3).

5.2 Source Separation Performance

5.2.1 Noiseless Environments

As an initial experiment to verify the efficacy of the proposed methods, we
first investigated source separation performance under a noiseless environment.
Figure 6 shows the SI-SDRi every 1 s averaged over samples and channels.
As shown in Figure 6, the result of forgetting factor α of 0.9 showed faster
tracking to the CMA rotation than the other results. In OIVA, setting the
forgetting factor α to a smaller value results in faster convergence of the
demixing matrices and quicker adaptation to the CMA rotation. However, the
influence of older data diminishes more rapidly, and the approximate number
of frames 1

1−α is shortened, which can degrade the separation performance.
Therefore, in this case, we believe that the final performance immediately
saturated and thus showed lower performance with no significant difference
between the four methods.

Figure 7 shows the SI-SDRi averaged over samples and channels immediately
after CMA rotation and after a sufficient time has elapsed. Overall, Naive
and Reset showed a performance drop immediately after CMA rotation and

Figure 6: SI-SDR improvements (SI-SDRi) every 1 s under noiseless environments.
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Figure 7: Box-and-whisker plots of SI-SDR improvements (SI-SDRi) immediately after CMA
rotation and after a sufficient time has elapsed, corresponding 30 s and 59 s in Figure 6. The
whiskers show the minima and maxima of each distribution, except for points determined to
be outliers.

improved again with time. Reset has the lowest performance before CMA
rotation among all forgetting factors, which worsens as the forgetting factor
α approaches 1. In contrast, the proposed SFIIVA-M and SFIIVA-O methods
performed better immediately after the CMA rotation than the others. Between
SFIIVA-M and SFIIVA-O, SFIIVA-M performed slightly better, which may be
due to the fact that SFIIVA-O estimates the source image at the reference
microphone, whereas the reference signal for SI-SDR evaluation was the source
image at the reference position.

5.2.2 Noisy Environments

For a realistic simulation, we conducted experiments under the following two
types of noisy environments:

babble Diffuse babble noise consisting of 50 speech signals.

white Single interference source consisting of white noise.

Figure 8 shows examples of the layout of the sources and microphones in noisy
environments. Noise signals in babble were selected from the speech signals
of the JVS dataset that were different from those used for the source signals.
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Figure 8: Examples of room layout of noisy environments. The center of CMA is placed at
(4.0m, 3.0m) in the room with the radius of 2 cm. CMA was rotated 40◦ counter-clockwise
at 30 s.

Figure 9: SI-SDR improvements (SI-SDRi) every 1 s with two kinds of noise.

The signal-to-noise ratio (SNR) is defined as

SNR = 10 log10

∑K
k=1 σ

2
k

σ2
n

, (43)

where σ2
k and σ2

n are the variance of the kth source signal and noise signals
at the reference microphone, respectively. After convolving room impulse
responses, the variance of noise signals was scaled so that SNR = 20dB. In
this experiment, we set the forgetting number α to 0.98. Other conditions are
the same as in the noiseless case.

Figure 9 shows the SI-SDRi every 1 s averaged over samples and channels
under noisy environments. As shown in the figure, performance between
methods was consistent with the noiseless case. Overall, the final separation
performance is lower than that of the noiseless case (Figure 6(c)). The
separation performance of white was about 10 dB lower than that of babble.
This is because white has a flat spectrum, and it can be quite larger than that
of speech in the high-frequency range that is not included in babble and has
a negative impact on the separation performance.
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Table 1: Average SI-SDRi (dB) immediately after CMA rotation and after a sufficient time has
elapsed. The length of simulated speech signals is 60 s, and the CMA was instantaneously
rotated at 30 s. The true accurate measurement of CMA rotation was at 40◦ and the
inaccurate measurement was at 60◦. Forgetting factor α was set to 0.98.

(a) Accurate measurement. (b) Inaccurate measurement.

Time (s) Time (s)

Method 30 59 Method 30 59

SFIIVA-O 17.99 22.13 SFIIVA-O 9.92 20.26
SFIIVA-M 18.80 25.62 SFIIVA-M 9.98 25.63

5.3 Robustness against Estimation Error

To examine the robustness against errors in measuring the angle of CMA
rotation, we compared results when the measured angles used for SFIIVA-O
and SFIIVA-M differed from the true angle. As discussed in Section 4.2, we
expected errors to remain when there is an error in the measured angle since
SFIIVA-O transforms the observed signal every frame. In contrast, SFIIVA-M
performs the transformation only at the time of CMA rotation, so the effect
of the measuring error should decrease with time.

Table 1 shows the SI-SDRi (dB) averaged over samples and channels im-
mediately after CMA rotation and after a sufficient time has elapsed with
measurement errors. The forgetting factor α was fixed to 0.98 in this experi-
ment. As expected, the SI-SDRi of both methods dropped by about 8 dB 30 s
immediately after CMA rotation, when the measured angle was 60◦, which
is different from the true angle of 40◦. On the other hand, by comparing
the performance at 59 s, which is sufficient time after CMA rotation, the
performance of SFIIVA-M was determined to be about 5 dB higher than which
is that of SFIIVA-O.

5.4 Difference in Beam Pattern

In this subsection, we selected one example to focus on the difference between
the two proposed methods SFIIVA-O and SFIIVA-M. Figure 10 shows the beam
patterns of the demixing matrices calculated by each method. Figure 10(a)
is the result calculated before the rotation. Figures 10(b) and 10(c) are the
results with the demixing matrices calculated using SFIIVA-O and SFIIVA-M,
respectively, after the rotation. Dark regions in each plot represent nulls in a
certain direction. In the case of OIVA, the desired result is that the direction
of the estimated source is toward the brighter regions, and that of the others is
toward the darker region. As shown in Figures 10 and 10(a), the results were
similar to each other, and only the results in Figure 10(c) were different from



Self-Rotation-Robust Online-Independent Vector Analysis 19

Figure 10: Beam patterns of demixing matrices. The five plots are the beam patterns of
the frequency-wise demixing matrices calculated by each method. The radial direction of
each plot represents the frequency, and the tangential direction represents the angle from
the center of the CMA. The light and dark colors represent the gain in decibels. The five
triangles in each plot indicate the true direction of the source, with green representing the
target source and red the interference source.

the each other. The dark regions in Figures 10(a) and 10(b) were nearly in
the desired directions since SFIIVA-O approximately canceled the rotation of
the CMA and thus updated the demixing matrices in the same direction even
after the rotation. For SFIIVA-M, the bright areas should be in the direction
viewed from the position after the rotation, i.e., 40◦ less anti-clockwise than
the previous result in this case. The nulls may not be precisely formed in some
frequency bands where the source signal is inherently weak because it does not
affect the separated signal very much. Looking at the high-frequency bands
of each beam pattern, there are several cases where bright regions are visible
outside of the target signal, such as Est. 4 in Figure 10(c). We suppose this
result might happen since the 4th estimated signal in high-frequency bands
was accidentally weak.
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6 Conclusion

In this study, sound field interpolation (SFI) for an equally spaced circular
microphone array (CMA) was applied to online auxiliary-function-based in-
dependent vector analysis (OIVA). We have proposed the following two new
methods: a simple combination of SFI and OIVA, and a practical method
based on parameter transformations. Simulation experiments have confirmed
that SFI improved the robustness of OIVA against CMA rotation. Future
work includes combining this method with self-rotation angle estimation such
as [16], under-determined BSS methods such as [33, 34], over-determined BSS
methods such as [8, 23], and extending it to real-time processing.
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