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ABSTRACT
This paper presents methods for improving the sound quality of
visual microphone by emphasizing the focused area in a captured
video. When sound reaches an object, it causes vibrations of the
object’s surface. Thus, the visual microphone can extract sound by
measuring the displacement of the object captured by the camera.
In the captured video, there may be area that arise blurred (out-
of-focused) due to the depth of field. In out-of-focused area of the
captured video, it is difficult to accurately measure the displace-
ment of the object being vibrated by sound, which may deteriorate
the quality of the extracted sound. Here, the out-of-focused area is
not taken into account in conventional sound extraction methods.
In this paper, we propose three methods to extract sound by fo-
cusing on the focused area, where displacement can be measured
more accurately than in the out-of-focused area. The proposed
methods utilize out-of-focused area removal, weighted phase varia-
tion, and both processing to emphasize the measured displacement
in the focused area of the captured video by using the focal rate
that represents the degree of focus. Experimental results show
that the proposed methods improve the quality of the extracted
sound compared to the conventional method.
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1 Introduction

In sound recording, an air-conduction microphone is typically used to convert
a sound wave into an electrical signal when a sound wave arrives at the di-
aphragm of the microphone. Consequently, the microphone acquires not only
the target sound but also the background noise. The visual microphone [4,
14, 18, 19] was proposed to address this problem. Considering an object be-
ing vibrated by sound wave, it is able to acquire the sound by measuring the
displacement of the object being vibrated by sound. The visual microphone
acquires the sound from only visual information without the use of the audio
data of the video. Based on the principle of the visual microphone, the sound
signal extracted by the visual microphone contains little noise unless there are
noise sources near the camera. Here, the extracted sound of the visual micro-
phone is weaker at higher frequencies due to the effect of structural resonance
characteristics. This is due to the fact that, the higher the frequency, the
smaller the displacement and the greater the attenuation for most materials
[4].

Many cameras for consumer products are equipped with rolling shutter im-
age sensors [1, 3]. The rolling shutter image sensors in the camera sequentially
exposes the pixel rows with a temporal offset between each row. Therefore,
when capturing the object being vibrated by sound, rolling shutter distortion
[1] arises in the captured images as a result of differences in exposure start
times. Based on the rolling shutter distortion, the time variation of the ob-
ject being vibrated by sound is measured for each row of the captured images
[7, 2]. The visual microphone extracts the sound signal by measuring the
displacement of the object in each row of the captured images using this dis-
tortion. Here, we consider the case where out-of-focused (i.e., blurred) area
arises in the captured video. Therefore, when extracting sound including out-
of-focused area in the captured video, it is difficult to accurately measure the
displacement of the object being vibrated by sound, leading to degradation in
the quality of the extracted sound signal. However, out-of-focused area is not
taken into account in conventional sound extraction methods [4, 14, 18, 19].

We proposed sound extraction methods to improve the sound quality of
visual microphone, based on our preliminary studies [11, 10]. We focus on
the out-of-focused area in captured video and we define a measure “focal rate”
to represent the degree of focus. Based on the focal rate, we remove out-of-
focused area or apply weighted emphasis to the focused area to enhance the
quality of the extracted sound [11]. Additionally, by combining these two
methods, we aim to improve the quality of the extracted sound by further
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emphasising the focused area [10]. In [11, 10], the effectiveness of the pro-
posed methods was confirmed through simple experiments. To validate the
effectiveness of the proposed methods, we conducted sound extraction exper-
iments under several conditions.

This paper is organized as follows. In Section 2, we explain the principle
and problem with the conventional sound extraction method [4] for visual
microphone. Then, the proposed sound extraction methods are explained in
Section 3, and experimental results are shown in Section 4. Finally, conclu-
sions and future work are shown in Section 5.

2 Conventional sound extraction method in visual microphone

This Section explains the method of sound extraction using video captured
by a rolling shutter camera [4]. Previous research [4] primarily focused on
sound extraction by using high-speed cameras, and the method based on
phase variation in the complex steerable pyramid [13, 12, 17] was proposed.
Also, the method using a rolling shutter camera based on the above approach
was proposed specifically for videos with lower frame rates.

An overview of this method is shown in Figure 1. First, a rolling shutter
camera captures the displacements of an object being vibrated by sound and
a captured RGB video is converted to a grayscale video I(x, y, n), where x
and y are the column and row indices, and n is the frame index. Then, the
sound signal is obtained based on the phase variation of the captured video
I(x, y, n). The phase variation is calculated using a complex steerable pyramid
[13, 12, 17] for the captured video I(x, y, n). The complex steerable pyramid
is composed of sub-band images for each scale r. Sr(x, y, n), which is the
decomposition of I(x, y, n), is given by

Sr(x, y, n) = Ar(x, y, n) e
jϕr(x,y,n), (1)

where j, Ar(x, y, n) and ϕr(x, y, n) denote the imaginary unit, the amplitude of
the sub-band video and its phase, respectively. Then, the number of columns
Wr and rows Hr in the captured video Sr(x, y, n) for each scale r are given
by

Wr = 2−rW, (2)

Hr = 2−rH, (3)

where W and H denote the number of columns and rows in I(x, y, n). By
using the phase ϕr(x, y, n) of each row in each video frame, the sound signal
can be extracted, as the vibration of the object causes the phase variation [16,
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Figure 1: Overview of conventional sound extraction method for visual microphone.

6, 5]. The phase variation ϕv,r(x, y, n) is calculated from the reference frame
ϕr(x, y, n0) as

ϕv,r(x, y, n) = ϕr(x, y, n)− ϕr(x, y, n0), (4)

where n0 denotes the index representing the reference frame. Then, a row-wise
weighted average Φr(y, n) of the phase variation ϕv,r(x, y, n) is calculated by

Φr(y, n) =
1

Wr

Wr−1∑
x=0

A2(r, x, y, n)ϕv,r(x, y, n), (5)

Here, the amplitude Ar(x, y, n) is used as the weight since the phase can
be accurately estimated for pixels with large amplitude. This results in one
value per row, representing the amplitude of the sound signal. As the length
of Φr(y, n) is Hr for each r, the signal length Hr is aligned to H through
upsampling by a factor of 2r for each r. Here, Φr(y, n) for each r is a two-
dimensional signal. Therefore, the averaged phase variation is transformed to
a one-dimensional signal Φ̃r(t) for each r, as

Φ̃r(t) = Φr(y, n), (6)

t = y + (H +Ngap)n, (7)

where t and Ngap denote the time index and the number of samples in the
frame gap. The frame gaps arise due to the characteristics of rolling shutter
image sensors [1]. Therefore, the autoregressive model [8] is utilized to inter-
polate the frame gaps in the extracted signal Φ̃r(t) to obtain the interpolated
signal dr(t).

The extracted signal Φ̃r(t) may contain direct current (DC) bias, which is
removed as

dr(t) = Φ̃r(t)− Φ̄r, (8)
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where Φ̄r is the average amplitude in the extracted signal for each scale r and
dr(t) is the signal after removal of the DC bias. Finally, a sound signal u(t)
is obtained by calculating sum average of dr(t) with respect to r by

u(t) =
1

R

R−1∑
r=0

dr(t), (9)

where R is the number of scales of the complex steerable pyramid.
The conventional method performs sound extraction without handling out-

of-focused area in the captured video. However, the video captured by the
camera may contain out-of-focused area due to the effect of depth of field,
and the edges of the video images are blurred. Therefore, the conventional
method cannot accurately measure the displacement in the out-of-focused
area because it uses the phase related to the edge, which may cause the sound
quality of the extracted sound to deteriorate.

3 Proposed sound extraction method for visual microphone

We propose methods for improving the sound quality of extracted sound by
utilizing the focused area to solve the problem described in the previous sec-
tion. In this paper, we consider that the out-of-focused area of the captured
video occurs in the column direction (vertical direction) to simplify the dis-
cussion. Our proposed sound extraction methods aim to improve the sound
quality of the extracted sound by emphasizing the focused area of the captured
video. The proposed methods emphasize the displacement measured from the
focused area of the captured video based on the focal rate. Here, we introduce
three proposed methods utilize out-of-focused area removal, weighted phase
variation, and both processing to emphasize the measured displacement in the
focused area of the captured video. The procedure of three proposed methods
is illustrated in Figure 2. Section 3.1 describes the processing procedure in
Figure 2 (a). Section 3.2 describes the processing procedure in Figure 2 (b).
Finally, Section 3.3 describes the processing procedure in Figure 2 (c).

3.1 Out-of-focused area removal

We describe a method in Figure 2 (a) for improving the sound quality of the
extracted sound by removing the out-of-focused area in the captured video
using the focal rate. A schematic diagram of the removal of out-of-focused
area in the captured video is shown in Figure 3. As mentioned above, when
out-of-focused area of the captured video is used for sound extraction, the
phase variation cannot be calculated correctly and the quality of the extracted
sound signal degrades. Therefore, we only utilize the focused area to extract
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(a) Out-of-focused area removal
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(b) Weighted phase variation
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(c) Combination of out-of-focused area removal and weighted phase variation

Figure 2: Overview of proposed sound extraction methods for visual microphone.

the sound. Here, in the out-of-focused area, the edges of the captured video are
blurred, whereas the edges are relatively clear in the focused area. Therefore,
the focal rate is calculated using a Sobel filter, which is commonly employed
as an edge enhancement filter [15]. Here, the sound extraction methods in
this paper are only use the displacement in the horizontal direction; thus, a
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Figure 3: Overview of out-of-focused area removal.

horizontal Sobel filter is used. In out-of-focused area, the change in pixel
values is smooth, resulting in small absolute values of horizontal gradients.
Meanwhile, in focused area, the change in pixel values is sharp, resulting
in larger absolute values of horizontal gradients. Therefore, we define the
absolute values of horizontal gradients as the focal rate.

The focal rate M(x, y, n) for each frame of the captured video I(x, y, n) is
calculated as

M(x, y, n) = |K(x, y) ∗ I(x, y, n)|, (10)
where ∗ denotes two dimensional convolution operater and K(x, y) denotes a
3Œ3 horizontal Sobel filter. We assume that the focused area does not change
significantly between frames of the captured video. Therefore, we remove the
out-of-focused area by using the focal rate M(x, y, 0) calculated from the first
frame. Then, the focal rate M(x, y, 0) is denoted as M(x, y).

The column-wise mean of M(x) is calculated as

M(x) =
1

H

H−1∑
y=0

|M(x, y)|, (11)

Then, we define F as the set of column indices x such that M(x) is larger
than the threshold value M th :

F = {x ∈ N | x ∈ [0,W − 1], M(x) ≥ M th}, (12)

M th =
α

W

W−1∑
x=0

M(x), α > 0, (13)

where M th is calculated as α times the row-wise means M(x). The effect of
removing out-of-focused area can be amplified by increasing this α. The
column indices indicating the start point Fstart and endpoint Fend of the
focused area are calculated as

(Fstart, Fend) =

(
min
x∈F

x, max
x∈F

x

)
. (14)

We remove the out-of-focused area from the captured video I(x, y, n) and
obtain Ifocal(x̃, y, n) which is the video of the focused area as

Ifocal(x̃, y, n) = I(x̃+ Fstart − 1, y, n), 0 ≤ x̃ ≤ W̃ − 1, (15)
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W̃ = Fend − Fstart + 1, (16)

where W̃ denotes the number of columns in Ifocal(x̃, y, n).
Here, the sound is extracted from the captured video Ifocal(x̃, y, n). As in

Section 2, phase variation is calculated based on the complex steerable pyra-
mid. The number of columns of captured video is W̃ in this method, whereas
it was W in Section 2. Therefore, Sr(x̃, y, n), which is the decomposition of
I(x̃, y, n), is given by

Sr(x̃, y, n) = Ar(x̃, y, n) e
jϕr(x̃,y,n), (17)

Then, the numbers of columns W̃r and rows Hr in the captured video Sr(x̃, y,
n) for each scale r are given by

W̃r = 2−rW̃ , (18)

Hr = 2−rH. (19)

The phase variation ϕv,r(x̃, y, n0) from the reference frame ϕr(x̃, y, n0) is cal-
culated as

ϕv,r(x̃, y, n) = ϕr(x̃, y, n)− ϕr(x̃, y, n0). (20)

We calculate the row-wise weighted average Φrem,r(y, n) of the phase vari-
ation ϕv,r(x̃, y, n). The row-wise weighted average Φrem,r(y, n) is calculated
as

Φrem,r(y, n) =
1

W̃r

W̃r−1∑
x̃=0

A2
r(x̃, y, n)ϕv,r(x̃, y, n), (21)

As the length of Φrem,r(y, n) is Hr for each r, the signal length Hr is aligned
to H through upsampling by a factor of 2r for each r.

Henceforth, Φr(y, n) in the conventional method described in Section 2
is changed to Φrem,r(y, n), and the sound signal is extracted by the pro-
cess similar to the conventional method. Φrem,r(y, n) for each r is a two-
dimensional signal. Therefore, the averaged phase variation is transformed to
a one-dimensional signal Φ̃rem,r(t) for each r, as

Φ̃rem,r(t) = Φrem,r(y, n). (22)

As in Section 2, an autoregressive model [8] is utilized to interpolate the
frame gaps in the extracted signal Φ̃rem,r(t) to obtain an interpolated signal
drem,r(t). The DC bias is removed from the extracted signal Φ̃rem,r(t) for each
r as

drem,r(t) = Φ̃rem,r(t)− Φ̄rem,r, (23)
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where Φ̄rem,r is the average amplitude in the extracted signal for each scale
r and drem,r(t) is the signal after removal of the DC bias. Finally, a sound
signal urem(t) is obtained by calculating sum average of drem,r(t) with respect
to r as

urem(t) =
1

R

R−1∑
r=0

drem,r(t). (24)

3.2 Weighted phase variation

We describe a method in Figure 2 (b) to improve the sound quality of the
extracted sound by weighting the phase variation according to the focal rate
of the captured video.

First, as in the previous section, the focal rate M(x, y, n) is calculated for
each frame of the captured video I(x, y, n) by (10). As in Section 2, the phase
variation ϕv,r(x, y, n) is calculated based on the complex steerable pyramid.
ϕv,r(x, y, n) is given by (1)–(4). The phase variation ϕv,r(x, y, n) is weighted
with the focal rate Mr(x, y, n), which can be given as :

Φweight,r(y, n) =
1

Wr

Wr−1∑
x=0

M2
r (x, y, n)ϕv,r(x, y, n), (25)

The focal rate Mr(x, y, n) for each scale r is calculated by downsampling the
M(x, y, n) to 2−r times the resolution. As the length of Φweight,r(y, n) is Hr

for each r, the signal length Hr is aligned to H through upsampling by a
factor of 2r for each r.

Henceforth, Φr(y, n) in the conventional method described in Section 2
is changed to Φweight,r(y, n), and the sound signal is extracted by the pro-
cess similar to the conventional method. Φweight,r(y, n) for each r is a two-
dimensional signal. Therefore, the averaged phase variation is transformed to
a one-dimensional signal Φ̃weight,r(t) for each r, as

Φ̃weight,r(t) = Φweight,r(y, n). (26)

As in Section 2, an autoregressive model [8] is utilized to interpolate the
frame gaps in the extracted signal Φ̃weight,r(t) to obtain an interpolated signal
dweight,r(t). The DC bias is removed from the extracted signal Φ̃weight,r(t) for
each r as

dweight,r(t) = Φ̃weight,r(t)− Φ̄weight,r, (27)

where Φ̄weight,r is the average amplitude in the extracted signal for each scale
r and dweight,r(t) is the signal after removal of the DC bias.
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Finally, a sound signal uweight(t) is obtained by calculating sum average
of dweight,r(t) with respect to r as

uweight(t) =
1

R

R−1∑
r=0

dweight,r(t). (28)

3.3 Combination of out-of-focused area removal and weighted phase vari-
ation.

The method in Figure 2 (c) is based on a combination of two methods, out-
of-focused area removal described in Section 3.1 and weighted phase variation
described in Section 3.2. By combining these two methods, it may be possible
to enhance the displacement measured in the focused area of the captured
video.

Step 1: Calculation of focal rate and out-of-focused area removal
This step calculates the focal rate and removes out-of-focused area in the
captured video as described in Section 3.1. The focal rate M(x, y, n) is
calculated for each frame of the captured video by (10). Additionally, the
out-of-focused area of the captured video is removed based on the focal rate
M(x, y, n) by (11)–(16).

The phase variation ϕv,r(x̃, y, n) for each scale is calculated from the cap-
tured video of the focused area by (17)–(20).

Step 2: Weighted phase variation
Here, the focal rate M(x, y, n) and phase variation ϕv,r(x̃, y, n) have different
sizes. Therefore, the focal rate Mfocal(x̃, y, n) of the focal area is calculated as

Mfocal(x̃, y, n) = M(x̃+ Fstart, y, n), 0 ≤ x̃ ≤ W̃ − 1, (29)

The phase variation ϕv(r, x, y, n) is weighted with the focal rate Mfocal(x̃, y, n)
as

Φprop,r(y, n) =
1

W̃r

W̃r−1∑
x̃=0

M2
focal,r(x̃, y, n)ϕv,r(x̃, y, n), (30)

The focal rate Mfocal,r(x̃, y, n) for each scale r is calculated by downsampling
the Mfocal(x̃, y, n) to 2−r times the resolution.

Step 3: Extraction of sound in multiple scales
Φr(y, n) in the conventional method described in Section 2 is changed

to Φprop,r(y, n), and the sound signal is extracted by the process similar to
the conventional method. Φprop,r(y, n) for each r is a two-dimensional signal.
Therefore, the averaged phase variation is transformed to a one-dimensional
signal Φ̃prop,r(t) for each r, as

Φ̃prop,r(t) = Φprop,r(y, n). (31)
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As in Section 2, an autoregressive model [8] is utilized to interpolate the
frame gaps in the extracted signal Φ̃prop,r(t) to obtain an interpolated signal
dprop,r(t). The DC bias is removed from the extracted signal Φ̃prop,r(t) for
each r as

dprop,r(t) = Φ̃prop,r(t)− Φ̄prop,r, (32)

where Φ̄prop,r is the average amplitude in the extracted signal for each scale
r and dprop,r(t) is the signal after removal of the DC bias.

Finally, a sound signal uprop(t) is obtained by calculating sum average of
dprop,r(t) with respect to r as

uprop(t) =
1

R

R−1∑
r=0

dprop,r(t). (33)

4 Evaluation experiments

This Section describes the evaluation experiments conducted to confirm the
effectiveness of the proposed method described in Section 3. Section 4.1 de-
scribes the experimental conditions of the sound extraction experiments, and
Section 4.2 describes the experimental results and discussion of the sound
extraction experiments using sine waves. Finally, Section 4.3 describes com-
parison of execution time between conventional and proposed methods.

4.1 Experimental conditions for sound extraction

Figures 4 and 5 show the experimental setup and equipment arrangement
and printed patterns on A4 paper used as the object being vibrated by sound.
Moreover, Tables 1 and 2 show the experimental conditions and equipment.

(a) Experimental scene (b) Experimental equipment

Figure 4: Experimental conditions for sound extraction.
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(a) Printed pattern A (b) Printed pattern B (c) Printed pattern C

(d) Printed pattern D (e) Printed pattern E (f) Printed pattern F

Figure 5: Patterns to print on A4 paper.

Table 1: Experimental condition.

Ambient noise level LA=38.6 dB
Temperature / Humidity 21.3◦C/20.9%

Sound source Sine wave
(300, 500, · · · , 1,500 Hz)

Sound pressure level 85 dB at 0 m from A4 paper
Noise sound source White noise

Noise sound pressure level 60 dB at 0 m from A4 paper
Sampling frequency / Quantization 8,000 Hz / 16 bits

Resolution of captured video (width × height) 1,920 × 1,080 px
Frame rate of captured video 60 fps

Exposure time of camera 1/4,000 s

Table 2: Experimental equipment.

Camera Canon EOS 5D MarkIV
Camera lens Canon MP-E 65 mm f/2.8 1-5x

Speaker 1 FOSTEX FE83En
Loudspeaker amplifier BOSE 1705II

Speaker 2 YAMAHA MSP3
Floodlight GOODGOODS GDGDS-WL02 (10,000 lm)

As shown in Figure 4, the A4 paper placed in front of the loudspeaker was
captured with the rolling shutter camera, and the sound signal was extracted
from the captured video. In order to evaluate the differences in the printed
pattern of the A4 paper, the patterns shown in Figure 5 (a)–(f) were printed
on the A4 paper, and experiments were conducted on each of them. In partic-
ular, Figure 5 (e), (f) is referenced from the Salzburg Texture Image Database
(STex) [9]. Printed pattens A–D were chosen to evaluate the impact of verti-
cal edges of printed pattern on the sound extraction accuracy of each method.
Sound extraction from a captured video of rolling shutter camera measures
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horizontal displacements. In this process, vertical edges are considered im-
portant for the accuracy of sound extraction. Furthermore, print patterns E
and F feature stone and flower designs commonly seen daily. To obtain the
video with out-of-focused area, the A4 paper was captured at 30◦. This takes
into account that capturing the object at this angle causes out-of-focused area
in the video resulting from the relationship between focal length and depth
of field. In addition, we used a floodlight for illumination so that we could
accurately capture the A4 paper’s vibration when the shutter speed was high.
Figure 6 shows one frame of the captured video.

(a) Printed pattern A (b) Printed pattern B (c) Printed pattern C

(d) Printed pattern D (e) Printed pattern E (f) Printed pattern F

Figure 6: One frame of captured video for each printed pattern.

We used sine waves as the sound source. Additionally, each sine wave was
radiated from the loudspeaker (speaker 1 in Figure 4) for the duration of 5
seconds. Here, as described in the introduction, the sound extracted by the
visual microphone contains little noise unless there are noise sources near the
camera. To prove this, we conducted an experiment using white noise. For
printed pattern A, we compared the sound quality of the extracted sound from
the captured video. White noise was radiated from the loudspeaker (speaker
2 in Figure 4). In this experiment, we set n0 = 0 as the reference frame and
r0 = 0 as the reference scale. The scale of the complex steerable pyramid is set
to R = 2. Table 3 shows the number of rows of video for each α in (13). Here,
when applying the Complex steerable pyramid to a captured video, scale R
determines the minimum resolution of the captured video from which sound
can be extracted. Therefore, if α is increased and the number of columns
is reduced too much, the complex steerable pyramid cannot be applied and
sound cannot be extracted. The range of α in which sound could be extracted
was 0.5 to 1.5 for printed patterns C and D, 0.5 to 2.0 for printed patterns A
and B, 0.5 to 2.5 for printed pattern F, and 0.5 to 3.0 for printed pattern E.
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Table 3: Number of columns of video in α.

Printed α in Eq. (13)
pattern 0.5 1.0 1.5 2.0 2.5 3.0

A 1,918 1,916 1,538 504 93 0
B 1,914 1,136 244 107 0 0
C 1,508 1,061 646 60 0 0
D 1,722 1,385 238 42 40 39
E 1,914 516 312 235 190 150
F 1,917 688 274 195 110 0

Henceforth, all methods of sound extraction are referred to as follows:

Conv : the method [4] described in Section 2.
Proprem : the method of sound extraction by removing

out-of-focused area described in Section 3.1.
Propwei : the method of sound extraction by weighting

the focal area described in Section 3.2.
Propcom : the method described in Section 3.3.

4.2 Experimental results of sound extraction

Figures 7–12 show the time waveforms of the 500 Hz sine waves extracted by
each extraction method in each printed pattern. The SDR values for each
time waveform are also shown in Figures 7–12. The SDR is calculated as

SDR = 10log10

[ ∑T−1
t=0 u2

c(t)∑T−1
t=0 {uc(t)− λu(t)}2

]
, (34)

λ =

√√√√∑T−1
t=0 u2

c(t)∑T−1
t=0 u2(t)

, (35)

where uc(t) denotes the sine wave to be used as the sound source. Additionally,
we experimented with T = 80 samples (0.01 s under the sampling frequency
of 8,000 Hz). The time delay was adjusted by using cross-correlation so that
u(t) and uc(t) were in phase.
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(a) Conv (b) Proprem (α = 0.5) (c) Proprem (α = 2.0)

(d) Propwei (e) Propcom (α = 0.5) (f) Propcom (α = 2.0)

Figure 7: Time waveforms (500 Hz) of sound extracted by each method with printed pattern
A (red line: extracted sound, blue dotted line: sound source).

(a) Conv (b) Proprem (α = 0.5) (c) Proprem (α = 2.0)

(d) Propwei (e) Propcom (α = 0.5) (f) Propcom (α = 2.0)

Figure 8: Time waveforms (500 Hz) of sound extracted by each method with printed pattern
B (red line: extracted sound, blue dotted line: sound source).
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(a) Conv (b) Proprem (α = 0.5) (c) Proprem (α = 1.5)

(d) Propwei (e) Propcom (α = 0.5) (f) Propcom (α = 1.5)

Figure 9: Time waveforms (500 Hz) of sound extracted by each method with printed pattern
C (red line: extracted sound, blue dotted line: sound source).

(a) Conv (b) Proprem (α = 0.5) (c) Proprem (α = 1.5)

(d) Propwei (e) Propcom (α = 0.5) (f) Propcom (α = 1.5)

Figure 10: Time waveforms (500 Hz) of sound extracted by each method with printed
pattern D (red line: extracted sound, blue dotted line: sound source).
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(a) Conv (b) Proprem (α = 0.5) (c) Proprem (α = 2.0)

(d) Propwei (e) Propcom (α = 0.5) (f) Propcom (α = 2.0)

Figure 11: Time waveforms (500 Hz) of sound extracted by each method with printed
pattern E (red line: extracted sound, blue dotted line: sound source).

(a) Conv (b) Proprem (α = 0.5) (c) Proprem (α = 2.0)

(d) Propwei (e) Propcom (α = 0.5) (f) Propcom (α = 2.0)

Figure 12: Time waveforms (500 Hz) of sound extracted by each method with printed
pattern F (red line: extracted sound, blue dotted line: sound source).
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Tables 5–10 show the results of the SegSDR (segmental signal-to-distortion
ratio) evaluation of the sound quality of the extracted sound for each printed
pattern shown in Figure 5. The values in Tables 5–10 indicate the SegSDR.
The SegSDR is calculated as

SegSDR =
1

K

K−1∑
k=0

10 log10

[ ∑2kT+T−1
t=2kT u2

c(t)∑2kT+T−1
t=2kT {uc(t)− λku(t)}2

]
, (36)

λk =

√√√√∑2kT+T−1
t=2kT u2

c(t)∑2kT+T−1
t=2kT u2(t)

, (37)

where k denotes the segment index, K denotes the number of segments. As
with the calculation of SegSDR, we experimented with T = 80 and K = 50.
The time delay was adjusted by using cross-correlation so that u(t) and uc(t)
were in phase. By doing this, the influence of time delays is eliminated in the
comparison of results. Here, Figure 13 presents the average SegSDR over all
frequencies for each method. In Proprem and Propwei, the accuracy of sound
extraction varies depending on α. Therefore, in this experiment, we used the
maximum performance values of each method (Proprem or Propwei).

(a) Printed pattern A (b) Printed pattern B (c) Printed pattern C

(d) Printed pattern D (e) Printed pattern E (f) Printed pattern F

Figure 13: The mean SegSDR over all frequencies.

We compared the sound quality of the extracted sound in two conditions:
when white noise was radiated from speaker 2 and when it was not, as shown
in Tables 4 and 5. The results presented in Tables 4 and 5 confirm that there is
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no difference in the quality of the extracted sound, regardless of the presence
of noise sources. This demonstrates that the sound extracted by the visual
microphone contains minimal noise, provided there are no noise sources near
the camera. The following discusses the experimental results conducted under
the condition without a noise source.

Table 4: Comparison of sound extraction accuracy in terms of SegSDR with printed pattern
A (under condition with white noise).

Condition Frequency [Hz]
300 500 700 900 1,100 1,300 1,500

Conv 7.24 3.76 1.73 0.17 -2.76 -2.78 -2.88
Propwei 8.30 3.69 1.04 -0.51 -2.77 -2.85 -2.88

Proprem

α = 0.5 7.25 3.69 1.80 0.20 -2.78 -2.77 -2.91
α = 1.0 7.21 3.70 1.71 0.20 -2.79 -2.76 -2.93
α = 1.5 7.46 4.10 1.99 0.39 -2.77 -2.78 -2.89
α = 2.0 8.16 4.44 2.13 0.46 -2.81 -2.81 -2.87

Propcom

α = 0.5 8.26 3.69 1.07 -0.48 -2.79 -2.88 -2.87
α = 1.0 8.27 3.72 1.04 -0.48 -2.79 -2.81 -2.87
α = 1.5 8.37 3.92 1.21 -0.32 -2.83 -2.90 -2.86
α = 2.0 7.96 4.73 2.06 0.48 -2.81 -2.85 -2.85

Table 5: Comparison of sound extraction accuracy in terms of SegSDR with printed pattern
A.

Condition Frequency [Hz]
300 500 700 900 1,100 1,300 1,500

Conv 6.68 4.28 1.13 0.19 -0.74 -1.97 -2.88
Propwei 7.97 4.86 0.76 -0.38 -1.43 -2.21 -2.85

Proprem

α = 0.5 6.64 4.28 1.15 0.19 -0.74 -1.97 -2.88
α = 1.0 6.67 4.25 1.11 0.16 -0.76 -1.93 -2.85
α = 1.5 6.80 4.40 1.34 0.29 -0.71 -1.87 -2.83
α = 2.0 7.38 5.12 1.58 0.87 -0.46 -1.65 -2.62

Propcom

α = 0.5 8.12 4.86 0.78 -0.38 -1.43 -2.21 -2.85
α = 1.0 8.01 4.88 0.72 -0.37 -1.42 -2.27 -2.85
α = 1.5 8.10 5.05 0.85 -0.29 -1.35 -2.20 -2.84
α = 2.0 7.53 5.71 1.47 0.60 -1.01 -1.79 -2.58

Table 6: Comparison of sound extraction accuracy in terms of SegSDR with printed pattern
B.

Condition Frequency [Hz]
300 500 700 900 1,100 1,300 1,500

Conv 0.42 0.05 -1.40 -1.76 -2.39 -2.63 -2.92
Propwei -0.65 -0.36 -1.39 -1.99 -2.46 -2.61 -3.03

Proprem

α = 0.5 0.37 0.07 -1.42 -1.77 -2.40 -2.62 -2.93
α = 1.0 0.51 0.16 -1.33 -1.71 -2.36 -2.62 -2.93
α = 1.5 1.15 0.75 -1.01 -1.35 -2.34 -2.56 -2.91
α = 2.0 1.36 0.76 -1.04 -1.26 -2.25 -2.49 -2.96

Propcom

α = 0.5 -0.68 -0.37 -1.40 -1.97 -2.45 -2.58 -3.00
α = 1.0 -0.50 -0.16 -1.30 -1.79 -2.41 -2.59 -3.10
α = 1.5 0.10 0.53 -0.77 -1.35 -2.21 -2.44 -3.01
α = 2.0 0.46 0.57 -0.79 -1.24 -2.29 -2.42 -2.95
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Table 7: Comparison of sound extraction accuracy in terms of SegSDR with printed pattern
C.

Condition Frequency [Hz]
300 500 700 900 1,100 1,300 1,500

Conv 8.52 5.17 3.92 1.97 -0.19 -0.86 -2.89
Propwei 9.32 6.08 3.85 2.16 -0.35 -1.00 -2.87

Proprem

α = 0.5 8.50 5.26 3.93 2.00 -0.17 -0.82 -2.89
α = 1.0 8.46 5.34 3.95 2.02 -0.13 -0.80 -2.90
α = 1.5 8.40 5.39 3.98 2.07 -0.07 -0.79 -2.90

Propcom

α = 0.5 9.26 6.10 3.84 2.16 -0.33 -1.00 -2.88
α = 1.0 9.20 6.18 3.86 2.17 -0.31 -0.99 -2.87
α = 1.5 8.93 6.21 3.88 2.19 -0.12 -0.91 -2.87

Table 8: Comparison of sound extraction accuracy in terms of SegSDR with printed pattern
D.

Condition Frequency [Hz]
300 500 700 900 1,100 1,300 1,500

Conv 0.14 0.82 -1.03 -1.61 -2.36 -2.60 -2.80
Propwei 3.51 1.13 -0.48 -1.70 -2.48 -2.63 -2.86

Proprem

α = 0.5 0.17 0.84 -1.03 -1.60 -2.36 -2.61 -2.78
α = 1.0 -0.00 0.82 -0.97 -1.66 -2.40 -2.61 -2.77
α = 1.5 -0.14 1.25 -0.14 -1.25 -2.21 -2.54 -2.87

Propcom

α = 0.5 3.34 1.10 -0.61 -1.69 -2.47 -2.62 -2.84
α = 1.0 3.37 1.09 -0.47 -1.76 -2.55 -2.62 -2.85
α = 1.5 2.52 0.59 -0.44 -1.76 -2.54 -2.61 -2.91

Table 9: Comparison of sound extraction accuracy in terms of SegSDR with printed pattern
E.

Condition Frequency [Hz]
300 500 700 900 1,100 1,300 1,500

Conv 6.87 4.91 2.15 0.88 -0.59 -1.56 -2.05
Propwei 7.96 5.77 2.52 1.11 -0.33 -1.41 -1.99

Proprem

α = 0.5 6.90 4.89 2.16 0.87 -0.59 -1.56 -2.06
α = 1.0 8.43 5.82 2.80 1.39 -0.15 -1.31 -1.87
α = 1.5 8.98 6.27 2.94 1.45 -0.14 -1.16 -1.82
α = 2.0 9.04 6.35 2.93 1.48 -0.16 -1.19 -1.83
α = 2.5 9.26 6.40 2.88 1.46 -0.22 -1.17 -1.86
α = 3.0 9.18 6.36 2.86 1.29 -0.30 -1.24 -1.86

Propcom

α = 0.5 7.95 5.79 2.57 1.11 -0.37 -1.48 -1.97
α = 1.0 9.01 6.72 3.32 1.67 0.07 -1.16 -1.77
α = 1.5 9.30 7.05 3.39 1.74 0.00 -1.01 -1.71
α = 2.0 9.22 7.11 3.34 1.69 0.01 -1.02 -1.74
α = 2.5 9.30 7.04 3.30 1.70 0.00 -1.01 -1.73
α = 3.0 9.31 6.93 3.20 1.47 -0.11 -1.11 -1.79

The quality of extracted sound was compared based on time waveforms
in Figures 7–12. In all printed patterns, Proprem improves SDR by removing
out-of-focus areas where displacement is difficult to measure accurately. This
demonstrates that displacement can be accurately measured in the focused
areas calculated by Proprem, confirming the effectiveness of Proprem. It was
observed that Propwei improved SDR in printed patterns A, B, C, E, and
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Table 10: Comparison of sound extraction accuracy in terms of SegSDR with printed pattern
F.

Condition Frequency [Hz]
300 500 700 900 1,100 1,300 1,500

Conv 4.29 2.81 0.83 -0.33 -1.53 -1.96 -2.12
Propwei 5.18 3.24 0.73 -0.26 -1.57 -1.92 -2.10

Proprem

α = 0.5 4.29 2.84 0.81 -0.34 -1.55 -1.99 -2.08
α = 1.0 5.75 3.80 1.44 0.12 -1.34 -1.76 -1.95
α = 1.5 6.56 4.33 1.55 0.38 -1.20 -1.65 -1.86
α = 2.0 6.43 4.29 1.54 0.25 -1.28 -1.72 -1.91
α = 2.5 5.75 3.63 0.91 -0.13 -1.53 -1.85 -2.05

Propcom

α = 0.5 5.15 3.24 0.77 -0.20 -1.55 -1.99 -2.06
α = 1.0 6.36 4.10 1.43 0.18 -1.35 -1.69 -1.95
α = 1.5 6.96 4.57 1.62 0.37 -1.08 -1.57 -1.71
α = 2.0 6.97 4.62 1.62 0.32 -1.17 -1.59 -1.82
α = 2.5 6.20 3.94 0.90 -0.04 -1.43 -1.75 -1.97

F. Most of these patterns feature prominent vertical edges or complex de-
signs. Propwei emphasizes displacement at the edges of the captured video,
which explains the confirmed effectiveness of Propwei when vertical edges are
pronounced or complex patterns are used. The effectiveness of Propcom was
particularly confirmed for printed patterns E and F. Figures 11 (a) and (f)
show that the time waveform in (f) exhibits reduced distortion compared to
that in (a), with a similar trend observed in Figures 12 (a) and (f).

Tables 5–10 show the evaluation results of the quality of the extracted
sound in terms of SegSDR for each printed pattern. We compare the sound
quality of the extracted sound by Proprem and Conv. At most frequencies,
the SegSDR of Proprem was higher than that of Conv, as shown in Table 5–10.
This indicates that Proprem demonstrates consistent performance regardless
of the printed pattern. However, at 1,300 and 1,500 Hz, the effect of Proprem
is slight. This is likely due to the difficulty in accurately measuring displace-
ment of high-frequency components, as mentioned in the introduction. It can
be considered that the vibration is too small, making it difficult to accurately
measure displacement even in the focused area. Then, we focus on the evalu-
ation results shown in Table 9, 10. A comparison between Conv and Proprem
shows that Proprem results in a higher SegSDR at most frequencies in most val-
ues of α. However, depending on the value of α, the SegSDR for the Proprem
may sometimes be lower than that of Conv. Here, we experimented to demon-
strate the extent to which reduced number of rows of captured video affects
the smoothing of phase variations. Figure 14 shows how the displacement
calculated from a row changes when the number of columns in a captured
video of printed pattern E is reduced. In Figure 14, it can be seen that when
the number of columns is significantly reduced (i.e., α changes from 0.5 to
1.0), the amplitude value also changes significantly. In the removal method,
if α is set too large (especially when α = 3.0), the amplitude also changes
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Figure 14: Amplitude for each α.

significantly in Figure 14. Additionally, in the removal method, increasing
the α too much leads to a decrease in SegSDR in Tables 9 and 10. This is
likely because removing out-of-focused area reduces the number of rows, which
weakens the smoothing effect on phase changes, thus Increasing the effect of
outliers. Therefore, as mentioned earlier, it was confirmed in this experiment
that the reduction in the number of rows increases the influence of outliers,
which is the primary cause of the degradation in extracted sound quality.

Propwei with weighted phase variation applied exhibits lower SegSDR than
Conv at almost all frequencies in Tables 6. However, for printed patterns C,
E, and F, the SegSDR of Propwei is higher than that of Conv, further confirm-
ing its effectiveness for patterns with vertical features or complex designs. A
comparison between Conv and Propcom shows that Propcom results in a higher
SegSDR, particularly for printed patterns where the effectiveness of Propwei

was confirmed. From this result, it can be inferred that Propcom is strongly
influenced by the effects of Propwei. When vertical edges are pronounced or
when the printed pattern is complex, the SegSDR of Propcom improves sig-
nificantly compared to that of Conv. This improvement is considered to be
due to the combination of weighting based on focal rate and the elimination
of out-of-focus areas, which enhanced the contribution of the focused area in
sound extraction, thereby enabling more accurate displacement measurement.

Figure 13 shows the evaluation of the quality of the extracted sound in
terms of the average of SegSDR over all frequencies. From Figure 13, it can
be observed that in most cases, Propcom achieves the highest values. This
demonstrates that combining the removal of the out-of-focused area with the
measurement of displacement at the edges of the captured video effectively
improves the quality of the extracted sound. However, for certain printed pat-
terns, the effectiveness could not be confirmed. Additionally, in Proprem and
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Propcom, the accuracy of sound extraction varies depending on α. Therefore,
in this experiment, we used the maximum performance values of each method
(Proprem or Propcom). In the future, it will be necessary to devise a method
that can adaptively select α for the sound source.

In summary, we confirmed the effectiveness of Proprem across most pat-
terns and frequencies, demonstrating that it is a versatile method. On the
other hand, the effectiveness of Propwei and Propcom was only observed un-
der specific conditions, namely when the A4 paper being vibrated by sound
printed vertical edges or complex patterns.

4.3 Time complexity

Table 3 shows that the number of columns of captured videos decreases as α
increases. By reducing the number of columns, the number of convolutions
between the captured images and the Gabor filter in the speech extraction
process is reduced, and thus the execution time can be reduced. Here, we
compare the processing time between Conv and Propcom in printed patten E.
The results are shown in Figure 15. Specifically, when using MATLAB on a
computer equipped with an Intel(R) Core(TM) i9-11950H @2.60GHz and 32
GB of RAM, Conv requires approximately 104 seconds to extract sound from
about 5 seconds video. On the other hand, Propcom with α = 3.0 reduces
the processing time to approximately 19 seconds under the same conditions.
These results indicate that the method of out-of-focused area removal reduces
the execution time without degrading the quality of the extracted sound. We
confirmed similar trends with other printed patterns.

Figure 15: Comparison of execution time.



24 Nakano et al.

5 Conclusion

In this paper, sound extraction methods are proposed that emphasize the dis-
placements measured in the focused area of the captured video based on the
focal rate. Specifically, there are three methods: out-of-focused area removal,
weighted phase variation, and a method combining these two methods. The
visual microphone extracts sound by measuring the displacement from video
captured of the object being vibrated by sound. In the captured video, there
may be area that arise out-of-focused due to the depth of field. Although out-
of-focused area may cause degradation in the quality of the extracted sound,
this is not taken into account in conventional methods. Therefore, we propose
methods to extract sound by emphasis on the focused area where displacement
can be measured more accurately than in the out-of-focused area.

Experimental results demonstrate that the proposed methods are effec-
tive in improving the sound quality of the visual microphone under certain
conditions. In particular, it can be observed that the sound was accurately
extracted with small distortions in the complex pattern to print on A4 paper.

In the future, we will conduct experiments to confirm the accuracy of the
sound quality improvement of the extracted sound by using sound sources
with multiple frequency components.
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