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ABSTRACT

An active noise control (ANC) method for reducing noise over
a region in space based on the individual kernel interpolation
of primary and secondary sound fields is proposed. The kernel-
interpolation-based spatial ANC based on the estimation and syn-
thesis of a three-dimensional sound field using multiple micro-
phones and secondary sources has practical advantages in an ar-
bitrary array configuration and efficient time-domain algorithms.
It is possible to incorporate prior information on primary noise
source directions into the kernel function by directional weighting
to enhance the estimation accuracy of a sound field; however, in a
previous study, the performance improvement by this directional
weighting is limited owing to the mismatch of the source direction
in the sound field generated by secondary sources. We propose
a spatial ANC method based on the individual interpolation of
the sound fields generated by primary and secondary sources. An
adaptive filtering algorithm for individual kernel interpolation is
also developed. The experimental results indicate that the pro-
posed method outperforms the previous kernel-interpolation-based
spatial ANC.
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1 Introduction

Active noise control (ANC) is a technique of suppressing incoming primary
noise by generating antinoise with secondary sources. In general feedforward
ANC techniques, the driving signals of the secondary sources are obtained
by applying an adaptive filter, which is updated on the basis of the residual
noise captured by error microphones, to reference microphone signals. ANC
has been investigated for many years from both theoretical and practical as-
pects [8, 19, 15, 11, 5, 20, 14].

Spatial ANC is aimed at attenuating noise over a three-dimensional (3D)
space, where multiple microphones and secondary sources are used to capture
and synthesize a 3D sound field. Conventional multipoint pressure control
techniques are limited to reducing noise in the vicinity of the error microphone
positions because the cost function for updating the driving signals of the
secondary sources is usually defined as the power of the error microphone
signals [8]. In recent spatial ANC techniques, reducing noise over a 3D target
region is achieved by estimating and synthesizing a continuous sound field
based on the spherical/circular harmonic expansion [26, 4, 16, 21] or kernel
interpolation [9, 12]. In particular, the spatial ANC technique based on kernel
interpolation for sound fields has practical advantages in the applicability
of arbitrary array configuration and efficient time-domain adaptive filtering
algorithms. Unlike many virtual sensing techniques [17], another advantage
is that no prior identification stage to estimate the filter for predicting virtual
error signals from physical ones are required.

The kernel-interpolation-based spatial ANC is based on the sound field esti-
mation using the reproducing kernel function that constrains the interpolated
function satisfying the homogeneous Helmholtz equation in the frequency do-
main [24, 23]. Thus, the cost function defined as the acoustic potential energy
in the target region is computed from the error microphone signals. An adap-
tive filtering algorithm based on filtered-x least mean squares (FxLMS) for
feedforward spatial ANC is also derived in [12]. Although the kernel function
includes a directional weighting function to enhance the estimation accuracy
for sound fields generated by given source directions [23], the case of uniform
weighting, where the possible primary noise source directions are assumed to
be uniform, is investigated in [9, 12]. However, in some practical situations,
it is possible to assume that approximate directions of primary noise sources
are available. To incorporate this prior information, a kernel function with
directional weighting on the primary noise source direction is applied in [10].
It is shown that the interpolation accuracy, as well as regional noise reduction
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performance, can be improved by appropriately setting parameters for the
directional weighting, compared with the method using uniform weighting.

An issue in the previous study in [10] is that the directional weighting
on the primary noise source direction is applied to interpolate the residual
noise field, or the total sound field, from the error microphone signals. The
total sound field is essentially a superposition of sound fields generated by the
primary noise source (primary sound field) and secondary sources (secondary
sound field). Since the secondary sources are typically placed in different di-
rections from the primary noise source, it is inappropriate to simply apply the
directional weighting on the primary noise source direction when interpolat-
ing the total sound field. That is the reason why the improvement of regional
noise reduction is still limited in [10]. We hereafter refer to this interpolation
procedure as total kernel interpolation.

To overcome the issue in the total kernel interpolation, we propose individ-
ual kernel interpolation. Specifically, we individually interpolate the primary
and secondary sound fields using kernel interpolation with the directional
weighting on each primary/secondary source direction and estimate the total
sound field as a sum of the two sound fields. The directions of the secondary
sources can also be given in many practical spatial ANC systems. By sepa-
rately dealing with the primary and secondary sound fields, we can expect
further improvement in the interpolation accuracy of the total sound field.
Preliminary results of the individual kernel interpolation in the frequency do-
main are reported in [3]. In this paper, we also derive an FXLMS algorithm
based on the individual kernel interpolation for adaptive filtering in the time
domain.

The rest of this paper is organized as follows. In Section 2, the problem for-
mulation of the spatial ANC is described. In Section 3, the kernel interpolation
of sound fields with directional weighting, as well as the kernel-interpolation-
based spatial ANC technique, is introduced. The proposed individual kernel
interpolation is described in Section 4, and the FxLLMS algorithm based on the
individual kernel interpolation is also developed in this section. In Section 5,
experimental results to evaluate the proposed method are reported. Finally,
Section 6 concludes this paper.

1.1 Notation

The sets of real and complex numbers are denoted by R and C, respectively.
The unit sphere in R? is denoted by S,. The imaginary unit is denoted by j
(j2 :== —1). The complex conjugate is denoted by the superscript (-)*. The
transpose, conjugate transpose, and inverse of a matrix are denoted by the
superscripts (-)7, ()1, and (-) 71, respectively. The Frobenius norm of a matrix
A is denoted by ||A||r and ® denotes the Kronecker product. The identity
matrix of size N x N is denoted by Iy.
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The angular frequency and the sound speed are denoted by w and ¢, re-
spectively. The wave number is denoted by k := w/c. The harmonic time
dependence ¢/“! with the time ¢ is assumed throughout this paper.

2 Problem Formulation

Suppose that secondary sources (or secondary loudspeakers) are placed inside
or near the boundary of a target region Q C R3, as shown in Figure 1. The
goal of spatial ANC is to reduce incoming primary noise over {2 by emitting
antinoise signals. Our particular interest here is the use of prior knowledge
about the directions of the primary noise sources and/or secondary sources to
enhance the performance of spatial ANC. Reference microphones are typically
placed between primary noise sources and {2 to capture primary noise before
it reaches €2. Error microphones are placed inside or near the boundary of
Q to obtain the residual noise. The driving signals of the secondary sources
are updated using an adaptive filtering algorithm based on the microphone
signals. Hereafter, we denote the numbers of reference microphones, secondary
sources, and error microphones as R, L, and M, respectively.

Reference microphone Error microphone
> N
> o} W ¢ ...... G
o ° 0.
. B 4
Primary noise =4 Q) : Target region

Secondary source

Figure 1: Feedforward spatial ANC system using reference and error microphones and
secondary sources.

The signals of the reference microphones and secondary sources at the dis-
crete time index n are denoted as x(n) € R and y(n) € R, respectively. The
signals of error microphones and the primary noise at positions of error mi-
crophones are denoted as e(n) € RM and d(n) € RM | respectively. The total
sound field, i.e., the sum of primary and secondary sound fields, at the position
r € Q and time n is denoted as u(r,n). When using pressure microphones,
the mth element of e(n), denoted as e, (n), is equivalent to the pressure u
at the position of the mth error microphone r,,, i.e., e, (n) = ug(rmy, n), ex-
cept for sensor noise. Furthermore, the primary and secondary sound fields
are denoted as up(7,n) and us(r,n), respectively. We also denote signals in
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the frequency domain using the angular frequency w as an argument. For
instance, the reference microphone signal in the frequency domain is denoted
as x(w).

The impulse responses between the secondary sources and error micro-
phones, i.e., secondary paths, are represented by the multiple-input multiple-
output (MIMO) finite impulse response (FIR) filter G(j) € RM*L of length
J, where each j refers to a matrix of filter coefficients. The error microphone
signals e(n) can be represented as a superposition of the primary noise and
the signals produced by secondary sources as

J-1

e(n) =d(n)+ Y G(j)y(n ). (1)

J=0

We assume that the true secondary paths are given by measuring or modeling
them in advance. The control filter is the MIMO FIR filter W (i) € REXE of
length I. The driving signals of the secondary sources y(n) are computed by
filtering the reference microphone signals x(n) with W (i) as

y(n) = Z W (i)a(n — i). (2)

Here, we assume that the effect of secondary source signals at the reference mi-
crophone positions, i.e., acoustic feedback, is negligible. The effect of acoustic
feedback can be mitigated by using directional loudspeakers [18] or by can-
celing acoustic feedback using the estimated acoustic feedback path [1]. The
control filter W (i) is adaptively updated to minimize the total sound field
inside Q, namely, ug(r, n).

3 Spatial ANC Based on Kernel Interpolation of Total Sound Field

Prior work on spatial ANC based on the kernel interpolation of sound fields
[12], which is the basis of our proposed method, is introduced. Since the
objective of spatial ANC is to minimize the power of the total sound field
inside €2, we define the cost function to minimize in the adaptation process as
the acoustic potential energy inside €2 as

L—E [/Q |ut(r,n)|2dr] , (3)

where E[-] represents the expectation operator. Here, we assume that the total
sound field at time n, us(r, n), is a weakly stationary process with respect to n.
To calculate the cost function £ in (3), it is necessary to obtain the continuous
total sound field wu(r, n).
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3.1 Kernel Interpolation of Sound Fields

In [12], kernel ridge regression is applied to estimate the total sound field in the
frequency domain, u¢(-,w), at each frequency. Let H(w) = {u(-,w) : R3 — C}
be a reproducing kernel Hilbert space in which the solution for w(-,w) is
searched. Specifically, H(w) consists of Herglotz wave functions [6] (or plane
wave decomposition), represented as

1

U(T‘, (U) = E

| ateree ae, (4)
So

where 4(€) is the square-integrable complex amplitude of the plane wave of
the arrival direction, £ € S;. Furthermore, the positive-definite reproducing
kernel x(-, -, w) : R3 x R3 — C for H(w) is represented as

1

K(r1, 1o, w) = .

/S (€)eHeT(rr2) gg, (5)

Here, v(-) : S — Ry¢ is a weighting function. In kernel ridge regression,
up (-, w) € H(w) is estimated from the error microphone signals at the angular
frequency w as

uy (1, w) = zo(r,w) Te(w) (6)
with the interpolation filter
ze(r,w) = [(K(w) + M) ] 6(r,w), (7)

where A > 0 is a regularization parameter and K (w) € CM*M and k(r,w) €
CM are the Gram matrix and the vector consisting of the kernel function,
represented as

k(ry,ri,w) oo k(P T, w)

Kwe=| = - -, )
k(ra,r,w) oo K&(ran, T, w)

k(r,w) = [k(r,r,w) - /{(r,rM,w)]T. 9)

Again, r,, denotes the position of the mth error microphone. The estimated
sound field u (7, w) in (6) is guaranteed to satisfy the homogeneous Helmholtz
equation.

3.2 Kernel Function with Directional Weighting

The weighting function ~(-) in (5) is used to incorporate prior knowledge on
sound source directions. Suppose that the arrival direction of a single primary
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noise source 7 is given. In [23], the von Mises—Fisher distribution is used as
the weighting function, defined as

(&) =€, (10)

where 8 > 0 is a weighting parameter for controlling the sharpness of the
weighting on the direction n. If g is set large, the estimated total sound field
ug (-, w) is supposed to have a large gain in the direction 1. By substituting
(10) into (5), we can represent the kernel function with directional weighting
as

K(r1, T2, w) = jo <\/(j5?7 — kr12)7(jBn — kﬁz)) : (11)

Here, 715 := ro — 1 and jo(-) is the Oth-order spherical Bessel function of the
first kind. It is reported in [10] that a larger noise power reduction can be
achieved by appropriately setting the parameter § than by using the uniform
weight v(&) =1 (i.e., f = 0) in experiments in the frequency domain.

3.3 FxLMS Algorithm Based on Total Kernel Interpolation

To derive the FXLMS algorithm to minimize the cost function in (3), u¢(-,n)
is obtained by the inverse discrete-time Fourier transform of u¢(-,w) as

u(r,n) = F~H ug(r,w)] (n)

o0

= Y z(ri)Te(n—i), (12)

i=—00

where z.(r,4) := F1[z.(r,w)](i) is the interpolation filter in the time domain.
By substituting (12) into (3), we can represent the gradient of £ with respect
to the filter coefficients W (i) as

_1 ot
- 20W (i)
oco J-—1

= > Y GUTARE) Reali+j + k). (13)

k=—o00 7=0

A7) :

Here, R.,(j) := Ele(n)x(n — j)T] is the cross correlation between the error
and reference microphone signals, and it is assumed to be dependent only on
the time difference j. A(k) is the weighting filter matrix obtained by the
inverse Fourier transform of A(w), which is defined as

A(w) ::/Qze(r,w)*ze(r,w)Tdr. (14)
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Here, A(w) can be computed offline usually by numerical integration. Fur-
thermore, the weighting filter matrix A(k) is approximated by a causal FIR
filter of length 2K + 1, A(k), which is obtained by truncating A(k) within
—K <k < K and by adding a delay of K samples. By replacing the cross cor-
relation R.,(-) with the instantaneous value at time n, we can finally obtain
the FxLMS algorithm based on kernel interpolation as

Wii1(i) = Wi (i) — pnAn (i) (15)
with the approximated gradient at time n
2K J-1

A(i) =) > GHTARK)e(n — K)z(n—i-j-kT.  (16)

k=0 j=0

Here, the same delay K is added to the error signal e, and p,, is the normalized
step size obtained as

= Ho
I S, G @a(n—i— jlp+e (17)

where 1o > 0 is a constant step-size parameter and € > 0 is a regularization

parameter for avoiding zero division. The approximated gradient (16) can be
equivalently represented as

A J+2K—1
A1) = Z Hk)e(n — K)x(n—i—k)T, (18)
k=0

where H (k) is the linear convolution of A(k) and G(j) computed as
2K
H(k) =Y A(j)G(k—j). (19)
§=0

We also note that the update rule of conventional FxLMS for multipoint
pressure control [8] is represented as

J—1
Woi1(i) = Wa(i) — pn Y G(G) e(m)az(n —i—j)T, (20)
j=0

which can be obtained by skipping the convolution of A(i) in (16).

4 Spatial ANC Based on Individual Kernel Interpolation

As we described in Section 3.2, prior information on the primary noise source
direction can be incorporated into the interpolation procedure with the di-
rectional weighting function (10). However, the improvement in ANC per-
formance compared with the case of using the uniform weight (y(€) = 1) is
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still limited. The main issue with the current interpolation procedure is that
the total sound field w4 is interpolated with the directional weighting only on
the primary noise source direction 1. The total sound field u; is essentially
a superposition of the primary sound field u, and the secondary sound field
us. Nevertheless, a single interpolation filter, z., which consists of the kernel
function weighted on the primary noise source direction, is applied to estimate
Uy as

ug(r,w) = up(r,w) + us(r,w)
= ze(r,w)TdW) + (GW) 2 (r,w)) "y (w), (21)

where d(w), y(w), and G(w) are the Fourier transforms of d(n),y(n), and
G(n), respectively. However, the secondary sources generating us are not
usually in the same direction as the primary noise source, as can be seen
in Figure 1. This directional mismatch limits the interpolation accuracy of
the previous method; therefore, the improvement in ANC performance is also
limited. We refer to the interpolation procedure in (21) as the total kernel
interpolation. We also refer to the FxLMS algorithm introduced in Section 3.3
as the total-kernel-interpolation-based FxLMS algorithm (Total-KI-FxLMS).

4.1 Individual Kernel Interpolation of Sound Fields

The issue with total kernel interpolation is that the secondary sound field is
interpolated with the kernel function weighted on the primary noise source
direction. Therefore, following our previous work [3], we formulate the indi-
vidual kernel interpolation as

up(r,w) = up(r,w) + us(r,w)

= z4(r,w)Td(@) + ¢, (r @) Ty(w). (22)

Here, d(w) is the estimated primary noise component in error microphone
signals estimated as

d(w) = e(w) - G(w)y(w). (23)

The vectors z4(-,w) and ¢, (-,w) are interpolation filters for the primary and
secondary sound fields, respectively. The interpolation filter z4(-,w) is ob-
tained using (7) with the kernel function with directional weighting on the
primary noise source direction 7, and the weighting parameter Sy4. If we set
the weighting parameter to be the same as that in the total kernel interpola-
tion, it holds that z4(-,w) = z¢(,w). In contrast, the secondary sound field
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ug is estimated for each secondary source as

L
us(r,w) = Z zyyl(r,w)TGl(w)yl(w)
1=1

= [Gl (w)sz,l("'»w)’ ) GL(W)TZy,L(ra W)] y(w), (24)

where G (w) is the Ith column of G(w) and z,,;(-,w) is the interpolation filter
given by (7) with the direction of the Ith secondary source 7; and the weighting
parameter 5; to compute the kernel function in (11). Therefore, ¢, in (22) is
calculated as

Cy(’l", w) = [Gl (W)szyl(r’w)v e 7GL(W)sz7L(T7w)]T . (25)

4.2 Individual-kernel-interpolation-based FxLMS Algorithm

We derive an FxLMS algorithm on the basis of the individual kernel interpo-
lation in the same manner as in Section 3.3. The total sound field in the time
domain wut(-,n) is obtained by the inverse Fourier transform of u(-,w) in (22)
as

o0

w(ron) = Y [zalr,d)Td(n i) + ¢ (r ) Ty(n— )] (26)

1=—00

Here, z4(-, 1) and ¢, (-, ) are the interpolation filters in the time domain, which
are calculated by the inverse Fourier transform of z4(-,w) and (-, w), respec-
tively. By substituting (26) into (3), we can obtain the gradient of £ with
respect to the filter coefficients W (i) as

A(i)= > Augy(k) Rea(i + k)

k=—o0
+ > Ay (k) Ry (i+ k), (27)
k=—oc0

where Ry, (j) := E [y(n)x(n — j)T] is the cross correlation between the driv-
ing signals and the reference microphone signals. The matrices Ag, (k) and
Ayay (k) are the weighting filter matrices obtained by the inverse Fourier trans-
form of Agy(w) and A4y (w), which are computed as

Agy(w) ::/de(r,w)*Cy(r,w)Tdr (28)

Ayay(w) == /QCy(r,w)*Cy(r,w)T dr — G(w)HAdy(w). (29)
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These matrices can be computed offline. Furthermore, we approximate Ady(k)
with the causal FIR filter Ag,(k), which is obtained by truncating Ag, (k)
within —K < k < K+ J — 1 and by adding a delay of K samples. In the
same manner, A,q,(k) is approximated with Aydy(k), which is obtained by
the truncation of A4, (k) within —K < k < K and by a delay of K samples.
By substituting R.;(-) and R,,(-) in (27) with instantaneous values at time
n, we can derive the approximated gradient at time n as
J+2K—1

Z Agy(k)Te(n — K)x(n —i— k)"

+ Z Ayay(k)Ty(n — K)x(n —i— k). (30)

We note that the filter length of Ag,(k), J + 2K, is selected to be the same
as the length of H (k) in (18). A, (i) is used to update the control filter using
(15), with the step size p, defined in (17). We refer to the update rule de-

scribed above as the individual-kernel-interpolation-based FxLMS algorithm
(Individual-KI-FxLMS).

4.3 Comparison with Total-KI-FxLMS Algorithm

We describe the relationships between the previous method (Total-KI-FxLMS)
and the proposed method (Individual-KI-FxLMS). Figure 2 shows the block
diagrams of the two methods. Total-KI-FxLMS computes the cross correla-
tion between the error microphone signals and the filtered reference micro-
phone signals, whereas Individual-KI-FxLMS additionally computes the cross
correlation between the driving signals and the filtered reference microphone
signals. The additional term, which is the second term in (30), can be viewed
as a correction term for modifying the gradient of the control filter.

We show that the correction term becomes zero and that Individual-KI-
FxLMS becomes identical to Total-KI-FxLMS in a certain case. Suppose that
the kernel functions for computing z4(-,w) and ¢, (-, w) are the same with the
same parameters 77 and 3. In this case, by substituting z,;(-,w) = zq(-,w)
(WMl e {1,---,L}) into (25), we can represent {,(-,w) as

Gy(r.w) = [Gr() zalr,w), - Gr(w) za(r,w)]"
= G(w) " z4(r,w). (31)
Therefore, the first term in (29) becomes
/QCy(r,oJ)*Cy(r,w)T dr = G(w)" (/Q 2a(r, )y, 0)T dfr>
= G(w)" Agy (), (32)
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Figure 2: Block diagrams of (a) Total-KI-FxLMS and (b) Individual-KI-FxLMS algorithms.
The red dotted rectangle in (b) indicates the blocks differentiating the two methods.

which readily leads to Ayqy(w) = 0 (Vw). Furthermore, if we set the weighting
parameter used in z4(-,w) to be the same as that in z.(-,w), i.e., z4(-,w) =
Ze(-,w), Agy(w) is represented as

Agy(w) = (/ﬂ za(r,w) zq(r,w) T dr) G(w)
= (/ Ze(r,w) 2 (1, w) T d’r) G(w)
Q
= A(w)G(w). (33)
Finally, by substituting Agy, (k) = F~'[Aqgy(w)](k) = FA(w)G(w)](k) and

Ayay(k) = FHAyq(w)](k) = 0 into (27), we can represent the gradient
(before approximation) for Individual-KI-FXLMS as
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J—1
Z G(j — ) Rea(i + k)
" GU)TAR) R+ + 1), (34)

Mg

A(i)

I
s

k'=—o00 j=0

which is identical to the gradient for Total-KI-FxLMS in (13). Here, we apply
a change in variable k¥’ = k — j to derive (34). From the above discussion, we
can consider Individual-KI-FxLMS as a generalization of Total-KI-FxLMS.

We also discuss the difference in computational cost. The number of mul-
tiplications required to calculate the gradient of the cost function for every
sample of the input signals is compared among conventional FxLMS, Total-
KI-FxLMS, and Individual-KI-FxLMS in Table 1. The computational cost
for Individual-KI-FxLMS is the largest among the methods owing to the cal-
culation of the additional second term in (30). The ratio of the computational
cost for Individual-KI-FxLMS to that for Total-KI-FxLMS is

RLM(I + J + 2K) + RL*(I + 2K)
RLM(I + J +2K)
I+2K L

14— =
T TrT kM (35)

The number of secondary sources, L, is typically set to less than the number
of error microphones, M; therefore, the computational cost for Individual-KI-
FxLMS is less than double that for Total-KI-FxLLMS.

Table 1: Computational Complexities of Algorithms

Algorithm Number of multiplications
FxLMS RLM(I+J)
Total-KI-FxLMS RLM(I+ J +2K)

Individual-KI-FxLMS ~ RLM (I + J + 2K) + RL*(I + 2K)

5 Experiments

Numerical experiments were conducted to evaluate the performance of the
proposed Individual-KI-FxLMS in comparison with that of the previous Total-
KI-FxLMS. In Sections 5.1 and 5.2, the ANC performance of the methods
under different settings was investigated. In Section 5.3, the experimental
results obtained using the real data measured using a practical array system
are shown.
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5.1 ANC Performance for Different Weighting Parameters

In both the Individual- and Total-KI-FxLMS algorithms, the weighting pa-
rameter § in the kernel function (10) plays an important role. We here in-
vestigate the performance of these methods at different weighting parameters
in a simulated free-field or reverberant environment. For both methods, the
weighting parameter was varied from 0.0 to 10.0 at 1.0 intervals. For the
Individual-KI-FxLLMS algorithm, the weighting parameters for interpolating
the primary and secondary sound fields were kept the same. The integrals in
(14), (28), and (29) were computed with naive Monte Carlo integration with
1000 samples. The regularization parameter for kernel ridge regression A in
(7) was set to 1073. The weighting filter matrices A(w), Agy(w), and Ay gy (w)
were computed at 4096 frequency bins with a sampling rate of 4000 Hz. The
truncation length for the FIR filter was K = 77, which was chosen in line
with the previous study in [12].

The room for simulation was a cuboid with dimensions of 7.5m x 5.0 m x
2.5m. For the reverberant environment, the impulse responses were computed
using the image source method [2] with a sampling rate of 4000 Hz. The three
reverberation times Tgg of 0.26s, 0.65s, and 1.39s were investigated. We as-
sumed that the true secondary path was given. As shown in Figure 3, the
target region 2 was a cuboid with dimensions of 0.6m x 0.6 m x 0.1 m with
its center at the coordinate origin. The numbers of error microphones and
secondary sources were set to M = 16 and L = 12, respectively. The sec-
ondary sources were regularly arranged on the borders of two squares with
dimensions of 2.0 m x 2.0 m at heights of z = £0.1 m. The error microphones
were regularly placed on the borders of the top and bottom squares of €,
where every second microphone was shifted outwards by 0.03 m to alleviate
the forbidden frequency problem [25, 13]. A single primary noise source was
placed at (—3.5, 0.4, 0.0)m. The primary noise was white Gaussian noise,
filtered through a bandpass filter with a passband of 100-600 Hz. The refer-
ence microphone signal was directly obtained from the primary noise source.
All the primary and secondary sources were point sources. White Gaussian
noise was also added to the reference and error microphone signals so that the
signal-to-noise ratio (SNR) was 40 dB.

To reduce the computational cost of the Individual- and Total-KI-FxLMS
algorithms, we applied a fast block algorithm [12, 7] to both methods. In this
method, the control filter is kept constant during a finite block, which allows
us to update the control filter efficiently with the fast Fourier transform. The
detailed procedure for updating the control filter with the fast block algorithm
is described in [12, 7]. The block size B of the fast block algorithm was
set to 3048. The length of the control filter, I, was also set to 3048. The
regularization parameter € in the step size (17) was 1073, and the normalized
step-size parameter o was set to 20 for the free-field environment and 12 for



Spatial Active Noise Control Based on Kernel Interpolation 15

e Secondary source
x  Error microphone
*  Primary noise source

Figure 3: Positions of primary source (red star), secondary sources (green circles), and error
microphones (blue crosses) in numerical experiments. The target region Q is indicated by
the blue cuboid.

the reverberant environment, which were experimentally selected so that the
best performance was obtained.

As a performance measure for spatial ANC, we define the regional noise
power reduction P,eq as

>, 2, w(rg,n —v)?
2252, up(rj,n —v)?

where u; and u, are the total and primary sound fields, respectively. The
signal power is calculated over a window in time, v € [0, T — 1] with T = 2048,
and r; is the jth evaluation point inside 2. We placed 1024 evaluation points
at regular intervals inside 2. We note that a smaller P,.q value indicates a
higher performance in noise reduction. We also denote the average Preq(n)
value for the last 30 s by P,q, which measures the regional noise reduction
performance after the convergence of the control filter. The sampling rate for
simulation was set to 4000 Hz and the control filter was updated for 750s.
Figure 4 shows the P,.q values of Individual- and Total-KI-FxLMS for
different weighting parameters. Figure 4a shows that the performance of
Total-KI-FxLMS became worse with increasing the weighting parameter from
1.0 in the free-field environment. This is due to the problem of directional
mismatch in the total kernel interpolation described in Section 4. Since
individual kernel interpolation has resolved the problem of directional mis-
match, Individual-KI-FxLMS achieved a higher performance when increasing
the weighting parameter. Figures 4b, 4c, and 4d indicate that the highest
performance of Individual-KI-FxLMS in the reverberant environment can be
achieved by different weighting parameters depending on the reverberation
time. If the weighting parameter is set to an excessively large value, the inter-
polated sound field will get closer to the direct sound field, which is not ap-

Pred (n) =10 logIO (36)
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Figure 4: P,oq of Individual- and Total-KI-FxLMS algorithms as a function of the weighting
parameter in (a) free-field and (b), (c), (d) reverberant environments.

propriate in a reverberant environment. Hence, setting a large weight for the
source directions in kernel interpolation could deteriorate the interpolation ac-
curacy. However, Individual-KI-FxLMS can still outperform Total-KI-FxLMS
in terms of P,.q if the weighting parameter is appropriately selected.

Figure 5 shows P,..q with respect to time under the free-field environment.
The weighting parameters 3 for Individual- and Total-KI-FxLMS were set to
1.0 and 10.0, respectively. The power distribution on the horizontal plane
at the height of 0.0m after 750s is shown in Figure 6. Although the noise
reduction of Total-KI-FxLMS was evident only around the error microphones,
Individual-KI-FxLLMS achieved an almost uniform noise reduction in the entire
target region owing to high interpolation accuracy.

We also investigate the ANC performance of the proposed method when
different weighting parameters are used for interpolating the primary and sec-
ondary sound fields. We denote the weighting parameter in the interpolation
filter z4(+,w), which is used for the interpolation of the primary sound field, as
Bp. In the same manner, the weighting parameter in the interpolation filters,
zy,1(-;w), which is used for the interpolation of the secondary sound field, is
denoted as 5. We assume that S5 is common for VI € {1,--- , L}. The weight-
ing parameters 3, and 35 were each varied from 0.0 to 10.0 at 2.0 intervals,
and the same experiment as described above was performed. Figure 7 shows
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Figure 5: P,oq values of Individual- and Total-KI-FxLMS with respect to time under the
free-field environment.
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Figure 6: Power distribution in dB after 750 s achieved by (a) Individual- and (b) Total-KI-
FxLMS under a free-field environment. The power is normalized by the average pressure
of the primary sound field inside the square with dimensions of 0.6 m x 0.6 m. The blue
dashed square is the border of the target region and the green crosses denote the error
microphones.

P..q achieved by the proposed method as a function of Bp and fBs. For the
free-field environment, we can see that the noise reduction performance was
improved by increasing both 5, and s (i.e., on a diagonal line in Figure 7a)
because the kernel function tends to enhance the direct sounds by using large
values of f, and Bs. This result indicates that interpolating both the primary
and secondary sound fields with high accuracy is important for higher noise
reduction performance. For the reverberant environment, Figures 7b, 7c, and
7d show that the noise reduction performance depends on both 3, and 3s. For
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Figure 7: Relationship between P,.q achieved by Individual-KI-FxLMS and the weighting
parameters (Bp, Bs) under (a) free-field and (b), (c), (d) reverberant environments.

example, the performance for Tgy of 0.65s became optimal when the weight-
ing parameters were f, = s = 2.0 and degraded with increasing 8, or f.
Therefore, it is necessary to carefully choose the weighting parameters for the
reverberant environment.

5.2 Robustness against Perturbation of Primary Noise Source and Sec-
ondary Source Positions

Both Individual- and Total-KI-FxLMS use the prior information of the pri-
mary noise source direction; furthermore, Individual-KI-FxLMS also uses the
prior information of the secondary source direction. Therefore, it is valuable
to investigate the robustness of the methods against the mismatch between
the true and prior directions of the primary and secondary sources. First,
the prior position of the primary noise source was fixed and perturbation was
added to the position by using a Gaussian distribution of mean 0 and the
standard deviations of 0.0m, A¢ deg, and Af deg for its radial, azimuth,
and zenith coordinates, respectively. We fixed one of A¢ and A6 to 0.0 and
selected the other from {0.0,10.0,20.0,30.0}. We performed five independent
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trials for each pair of (A¢, Af) under the free-field environment; therefore,
we performed 40 (= 5 x 4 x 2) trials in total. The other settings are the
same as in the experiments in Section 5.1. Figure 8 shows the mean Piq in
each case with the standard deviation shown as error bars. It is clear that a
larger perturbation added to the primary noise source position led to a worse
noise reduction performance. However, the degree of decline in performance
and the standard deviations among the trials were almost the same for both
methods.
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-10.0 Total-KI
-16
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$-18 -4- individual-KI S -15.0
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it —20 o —17.5
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Figure 8: Variation in P,.q when the (a) azimuth and (b) zenith angles of the primary noise
source position were perturbed under the free-field environment.

Next, we added perturbation to the positions of secondary sources in the
same manner and performed the same experiments. The standard devia-
tion A¢ or Af was selected from {0.0,10.0,20.0} since it is considered to be
smaller than that of the primary source, and each secondary source was per-
turbed independently. Figure 9 shows the results. The average performance
of Individual-KI-FxLLMS became worse with the addition of a larger pertur-
bation to the secondary source positions, whereas that of Total-KI-FxLMS
did not change markedly. This is because the individual kernel interpolation
uses the prior information of secondary source directions, whereas the total
kernel interpolation does not. However, Individual-KI-FxLMS still outper-
formed Total-KI-FxLMS on average even under the perturbation of as much
as 20 deg standard deviation.

5.3 Experiments Using Real Data

We perform experiments using real impulse responses measured in a prac-
tical environment. The impulse responses between the primary noise and
secondary sources and the error microphones and evaluation points were mea-
sured one by one at each point using swept-sine signals [22]. The dimensions
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Figure 9: Variation in P,.q when the (a) azimuth and (b) zenith angles of the secondary
source positions were perturbed under the free-field environment.

of the room were approximately 7.0m x 6.4m x 2.7m and the reverberation
time Tyo was about 0.38s. The primary noise and secondary sources were
ordinary closed loudspeakers, and an omnidirectional microphone was used
to measure the impulse responses. The error microphones, target region, and
primary and secondary sources were placed as described in Section 5.1. We
regularly arranged 72 evaluation points inside the two squares with dimen-
sions of 0.6m x 0.6 m at heights of z = +0.025 m. In addition to Individual-
and Total-KI-FxLLMS, we also implemented conventional FxLMS with the fast
block algorithm [8, 7] for comparison. The normalized step-size parameter py
for FxLMS was set to 0.1. The weighting parameters § for Individual- and
Total-KI-FxLMS were 2.0 and 0.0, respectively, which were the best ones with
respect to P.oq chosen from [0.0,10.0] at 1.0 intervals. The other settings were
the same as those in the experiments in Section 5.1.

The P,eq of each algorithm with respect to time is shown in Figure 10.
Although o of FxLMS was chosen for the best performance in terms of P,eq,
the P,eq gradualy increased after 100 s. The individual-KI-FxLMS achieves
the highest noise reduction performance among the three methods. The Pieq
achieved by Individual-KI-FxLMS was smaller than that achieved by Total-
KI-FxLMS by about 2.5 dB. The power spectrum of the residual noise for the
three ANC methods at the evaluation point (—0.05, —0.05, —0.025) m after
750's is shown in Figure 11. The power spectrum of the primary noise (without
ANC) is also shown for comparison, which is smoothed by a Gaussian filter.
The noise reduction performance of Individual-KI-FxLMS was higher than
that of the other methods in the range of 400-500 Hz.
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Figure 10: P,eq values of Individual-, Total-KI-FxLMS, and conventional FxLMS with
respect to time obtained using real impulse response data.
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Figure 11: Power spectrum of Individual-, Total-KI-FxLMS, conventional FxLMS, and
primary noise (without ANC) at (—0.05, —0.05, —0.025) m

6 Conclusion

We proposed a spatial ANC method based on the individual kernel interpola-
tion of sound fields. The kernel function with directional weighting makes it
possible to incorporate prior information on the source directions. In the previ-
ous kernel-interpolation-based ANC, the total sound field is interpolated using
a single kernel function with directional weighting only on the primary noise
source direction. However, since the total sound field is a superposition of pri-
mary and secondary sound fields, which are generated by multiple sources in
different directions, the interpolation accuracy will be limited. The proposed
individual kernel interpolation estimates the primary and secondary sound
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fields separately with directional weighting for each source direction; thus, the
interpolation accuracy can be significantly improved. The proposed adaptive
filtering algorithm, Individual-KI-FxLLMS, is a generalization of the previous
Total-KI-FxLMS. In the numerical experiments, we compared the Individual-
and Total-KI-FxLMS algorithms under different conditions, which indicated
that the proposed method outperforms the previous method in terms of noise
reduction performance by appropriately setting the weighting parameter.
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