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Testing goodness-of-fit of univariate distributions

Exercise 2.1. Prove the monotonicity of ¢, norms: if 1 <r < s < o0,
then ||z||, < [|z|, for every z € R™.

Solution 2.1. Fix any 1 < r < s < 00, and any non-zero x € R” (if z is
the zero vector, the inequality is trivially true). Then, since 2’ := z/||z||,
has unit /5 norm and |z}| <1 for all i, we get

n n
L= il <Y lail" = [l']];
i=1 i=1

showing that ||z||; < |z||;. Taking the r-th root on both side gives the
result. Finally, the case s = oo follows from observing that ||z||, =
maxi<i<n [zi|" < 35y " = [la]l;-

Exercise 2.2. Prove Eq. (2.14): that is, the “unique elements” statistic
Zs from Section 2.1.3 has expectation Ep[Za] = Y ;e P(4)(1 — p(4))" L.
Solution 2.2. By linearity of expectation,

1

Ep[Za] = = > Pr[N; =1]
n
ieX

where N; = > 1{X,; = i} follows a Binomial distribution with pa-
rameters 7 and p(i). Thus, Pr[N; = 1] = np(i)(1 — p(i))" L.
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Exercise 2.3. Establish Claim 2.2, using (or computing) the expression
for the first 4 moments of a Poisson(\) random variable.

Solution 2.3. Let A\, > 0, and X ~ Poisson()\). Then (X — pu)? =
(X =22 4+2(A = p)X + 2 — A% and so
E[(X — p)? - X| = Var[X] — E[X] + 2(A — p)E[X] + 2 — \?
=20 — A+ 47 =N = (A= p)?
using the fact that Var[X] = E[X] = A. For the second one, we will also
use the identities
E[X?| = Var[X] + E[X]* = A + X2
E[X?] = A+3)2 4 2%
E[X*] = A+ 727 46X + X
(which are not hard to prove by manipulating the corresponding series
E[X™] =e A%, X;Lc—?rk, but are quite tedious). Then, a brute-force
computation gives
E[((X - p)? - X)?|
= pt +E|XY] = (4p+ 2B [ X5] + (647 + 4p + DE [ X2] — (44° + 24?)E[X]
=N O TAZ A — (A4 2)(N 4302+ )
+ (602 + dp 4+ DA+ N) — (4 + 2p)A
= P N AN 207 — AN — 8 4 61PN 4 63N — 4PN — 2%\
= (N — )t 207 403 — 8uN? + 4p2 )
= (A — )"+ 2)02 +4A(\ — p)?

which is the result we wanted. There probably are more elegant ways
to prove it, but this one works.

Exercise 2.4. Establish the upper bound part of Fact 2.1, by proving via
an Hoeffding or Chernoff bound that the empirical estimator achieves
the stated sample complexity. (The lower bound can be shown by
considering the case a = 1/2, but we have not seen in this chapter the
information-theoretic tools to establish it: this will be in Chapter 3)
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Solution 2.4. Let Xi,...,X,, ~ Bern(a) be i.i.d., and consider the
empirical estimator (for a),

1 n
o= — X;.
@ n; !

By linearity of expectation, we have E[a] = 1 31" | E[X;] = a.. Moreover,

by a Hoeffding bound (Corollary A.4), we have, for any n > 0,

Pr[|a@ — o] > n] < 2e 21"
which is at most ¢ for n > ﬁln%. Thus, having n := {# In %—‘ =
O(%#) suffices.
Exercise 2.5. Establish the upper bound part of Fact 2.2, by proving
via a Chernoff bound that appropriately thresholding the empirical

estimator achieves the stated sample complexity. (For the lower bound,
same remark as for Exercise 2.4.)

Solution 2.5. Let Xi,...,X, ~ Bern(a) be ii.d., 5,7 € (0,1], and
consider as before the empirical estimator

1 n
a::E;Xi

along with the threshold 7 := (14 4)3. We want to argue that, for n
as in the statement of the exercise:

o If a < f, then Pr[a > 7] < J; and
o If > p(1+n), then Prja < 7] < 6.

By a Chernoff bound (specifically, Theorem A.6, (A.7) with v :=17/2 €
(0,1] and Pp := nf3), in the first case we have

nn?p

Prja > 7] <e 12

while in the second case (by (A.8), with v := ﬁ € (0,1] and
Pr :=n(1+mn)B, so that (1 —~)Pr =n(1+n/2)5) we get
71772,8 2

— nn“pB
Prja < 7] < e 30+0” < ¢ o

Both are at most 0 as long as n > =% Int. Thus, having n =
Bn 9

[% In H = O(%) suffices.



Exercise 2.6. Follow the analysis of Theorem 2.1 to derive, for the
bipartite collisions tester, the guarantee Eq. (2.38) from the variance
bound Eq. (2.37).

Solution 2.6. We have
ny + ne

1
Var|Zg] < —— Ipllz + (Ipll3 — Ipla). (2.37)
1n2

and we want to show that, in the “far” case,

1 4 22 5k 3 o [ 2V 3
+ 2 +m—|—nz<\f+>‘ (2.38)

A.

Pr| Zg <
p ~ 4etning ning € g2

We will mimic the corresponding part of the proof of Theorem 2.1: Let
again a? == k|p — u.||3 > 4¢2, so that E[Zg] = ||p||5 = 1*,\,0‘2. Then

Pr

Zg <

!

1+ 2e2 [ 1+ 2:2
+e 1 = Pr Z6<HIE[ZG]]

r 2 2
a® — 2¢
=Pr|Z 1-—|E|Z
T 6<< 1—|—a2> [6]]

a2

<Pr|Zs < <1 — M)E[ZG]] (as a? > 452)

_ 40+ a?)?  Var[Zg)

Chebyshev
4(1+0%)? 41 +a®?(m+n2) |pl — lIpll3
~ atnyn|pll; atniny Ipll3

the last inequality using (2.37). The first term is easily dealt with:
recalling that ||p||5 = (1 + a?)/k,

4(1+a?)? 41 +a?)k < 5k

a4n1n2|]pH§ T atngng T detning

the last inequality as in the proof of Theorem 2.1, using that z > 0 —

14z

—5 is decreasing, a?>4e% and £ < 1.

To handle the second, we use the inequality proven in (2.12):

3 2
3 4 v R1s"
Iplls —IIpllz < Bt
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which as in (2.13) implies

41+a®)? |pls—lply o 2vE | 3

1 Ipll, = ¢ €

o
Combining the two, we get

1 4 2£2
k

2

PT[ZG <
p g gn

5k (3\/2 N 3) N1+ no

— detngineg ning

as we wanted.

Exercise 2.7. Show that, in contrast to what we did in the empirical-
distance tester case (Section 2.1.5), one cannot invoke stochastic dom-
inance in the analysis of the bipartite collision tester to obtain the
wishful variance bound Eq. (2.39) instead of Eq. (2.41). Specifically,
show that it fails even for & = 2: if M ~ Bin(n;,p), N ~ Bin(ns, p) and
M’ ~ Bin(n1,q), N’ ~ Bin(ns, ¢) (all independent) with 1/2 < ¢ < p <
1, it is not always true that

MN~|—(nl —M)(’I?,Q —N) >~ M’N’—i—(nl —M/)(’I?,Q —N/)

Hint: consider the case ny =1, and Pr[MN + (ny — M)(n2 — N) > 1]
as a function of p.

Solution 2.7. If the stochastic dominance relation held, it would im-
ply that f(p) := Pr[MN + (n; — M)(n2 — N) > 1] is a non-decreasing
function of p > 1/2. Now, to simplify the search for a counterexample,
consider the case n; =1 (so M ~ Bern(p)): then

f(p) =Pr[MN + (1 - M)(n2 — N) = 1]
=Pr[M=1,N>00r M =0,N < ny]
=p(1-(1-p))+ 1 -p)(1—-p")

using independence of M, N. One can try to plot the corresponding
function of p for various choices of no, or differentiate to check if it is

non-decreasing on [1/2,1]. Long story short: it will be non-decreasing
for ny € {1,2,3}, but for ny =4, we get

flp)=p1 -1 -p)")+ 1 -p)(1-p")



_ 3+V3

which has a local minimum at p* = =%*=, is decreasing on [1/2,p*] and

increasing on [p*, 1].

0.98

0.96

0.94 - a

0.92 | :

05 06 07 08 09 1
p

f(p) =Pr[MN + (1 - M)(4 - N) > 1]

This gives a counterexample to the statement for, e.g., p =1/2,q =

%,m:landngzél.

Exercise 2.8. It is known that z <y if, and only if, x = Ay for some
doubly stochastic matrix A (Arnold, 1987, Theorem 2.1). Check that
the averaging from Lemma 2.7 indeed corresponds to multiplying the
pmf p (seen as a vector) by such a matrix.

Solution 2.8. Recall that a doubly stochastic matrix is a square matrix
with non-negative entries, where each row and each column sums to
one. In our case, assume for simplicity that the probability distribution
p is non-decreasing, i.e., that p(1) > --- > (k). This is without loss
of generality, since one can permute the domain for this to hold, and
doubly stochastic matrices are invariant to such permutations: if o is a
permutation of [k] = {1,2,...,%} and A is doubly stochastic, then for
every j € [k]

k k
;Ao(i),a(j) = ;Ai,o(j) =1

and similarly for the columns sums: for every i € [k, Zé‘le Ag(i) o) =
Z;‘le Ag(i),; = 1. Now, with this assumption, then the transformation
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to obtain p is to average the probability of the first K = [//2] elements,
and leave the remaining /~ — K probabilities unchanged. This is achieved
by the matrix A € R**” consisting of a square K x K block with all
entries equal to 1/K in the top left, and the rest being only i — K
diagonal entries equal to 1:

1 1
e x U 0
0 0
X % 0 0 *1 0

A= 1| K K — K KxK Kx(k—K)
0 0 1 0 O0u—ryxx  L—K)x(h—K)
: e : O O
0O --- 0 0 1

It is now easy to check that the matrix A defined above is indeed doubly
stochastic, and further that

Lo Lo 0 p(1) +(P1) +...p(K))
: 0 0 : :

dp— | % % 0 0| p(K) | _|&@PQ1)+...pK))
0 0 1 0] |p(K+1) P(K +1)
: 0 0 : :
0 0 0 1 p(k) p(k)

as we wanted.

Exercise 2.9 (x). Generalize Lemma 2.13 to relax the condition n3 <
123 to ng < E=D/5 for any fixed (constant) integer s > 3, by consid-
ering s-collisions instead of 3-collisions in Algorithm 8. How does the
l~ guarantee bound in (ii) change with s?

Solution 2.9. Fix any s > 4 (Lemma 2.13 already handled s = 3).
Recalling (2.42), we get that under the uniform distribution u; the
probability to observe an s-way collision among n samples is at most

1 n 1 n\?®
p(n,k,s) < A5_1<s> < As_l(s)

p1-1/s

which is at most 1/6 for n < “7o—. Now, let C' = C(s) be a value to be
determined in the course of the analysis, and assume that |p||,, > %,

o]l



so that as in the proof of Lemma 2.13, fixing an arbitrary i such that
p(i) = ||p|| o, the number of times i appears among the n samples, N,
is Binomially distributed with parameters n and ||p||,,, and thus mean
n||pll, > C. Again by a Chernoff bound (specifically, (A.8)), we have
that the probability not to observe an s-way collision on element ¢ is at
most, choosing v such that (1 —)C = s and recalling that s > 4,

2 2’y2

Pr[N; <s]=Pr[N; < (1—-~)C] < e P02 — T < o T

for instance

which is less than 1/6 for (solving numerically), e.g., v > 0.82. From
the above, this means that we can take any C' > * ( SO
C' = 6s suffices).

Putting the two conditions together, what we get is an algorithm
which, for any fixed s > 4, distinguishes with probability at least 5/6
between (i) p = u;, and (ii) ||p[|o, > %, provided that n < ’611/1/ The
algorithm does so by checking if any s-way collision happens among the

n samples, and declaring (i) if, and only if, no such collision is observed.

As an example, for s < In &, we get the following:

Corollary 2.1. There exists an algorithm which, given n i.i.d. samples
from some unknown p € A, distinguishes with probability at least 5/6

between (i) p = uy, and (ii) ||p|/,, > ln/‘ , provided that n < ; /

Exercise 2.10 (x). Recall that our x2-based statistic (Eq. (2.19)) was
analyzed under the Poissonized sampling model, which led us to define
it with a —N; term in the numerator. We will show that this term is
necessary: that is, under the Poissonization assumption, consider the
“simpler” statistic
k 2
N; —n/k)
Zh = 7( .
3 Z n/k
p — u||3 + % (so the expectation gap
remains the same), but that the variance now contains an extra term

Show that its expectation is nk

%2. What sample complexity does this yield?

Solution 2.10. By linearity of expectation, we can just use the same
analysis (and the expression established in Exercise 2.3), “adding back”
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the E[N;] = np(i) terms, to get

— ; ;((w(i) — L)Q + np(@)
= nk é(p@) - 2)2 + gp(l)

= nkllp — w3 + K,

s0, indeed, the expectation gap Ep[Z4]—Eu, [Z4] = nk|p — u.|3 remains
the same. However, the variance is now (using independence of the
summands)

k 2
Var[(N; — n/k)?
Var[Z}] =
al" 3 Z:ZI 712/]\'2

= ,l; i(E (N = n/k)*) - B[(N; - n/k-)2]2>
=1

At this point, we have to compute this horrible-looking expression.
This is quite painful, but as in Exercise 2.3 (or using something like
Mathematica if one would rather not go through that ordeal again) one
can check that, for X ~ Poisson(\) and any pu,

E[(X —p)'|-E[(X - M)ﬂz = 2 AN A= )2+ 4N A—p) +A. (2.1)
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This leads to

Var(Z3]
% ;Z(Qn p(i)? + 4n°p(i) (p(z) - :)2 +4n’p(i) (p(z) B 2) + np(z))
= Var[Zs] + ;—2 ; (4n2p(i) (p(i) - ]1) + “P(i))

k 2
= Var[Zs3] + 442 Z p(7) <p(z) - :) + ©

i=1 n

1 k2
= varlze] + 42 (Ipl - 7 ) +

]\'2
= Var[Z3] + 412||p — . |3 + —

where we recognized (and took out) the expression of Var[Z3] from
Section 2.1.4. To see the sample complexity this would lead to, note
that to get “variance < (expectation gap)?”
the three terms of Var[Z5] above,

we will need, considering

Var(Zs] < (nk|p — ui]3)%,
Flp = wel; < (nkflp — will3)?,
K’ 242
— < (nkflp - wil3)

The first one is exactly what we had in Section 2.1.4, and leads to
the condition n > V% /2. The second is not too problematic: after
simplication, and recalling that in the “far” case we have ||p — u;||, >
2¢ /\/k, this results in the (weaker) condition n > v/k/=. The third one,
however, is the bottleneck: again using the bound on ||p — uy||, in the
“far” case (the only handle we have on this quantity), it results in the

condition
k2 4

."2

(L)

>~

which means, reorganizing, that n must satisfy n > % . Altogether,
and once made formal via, e.g., Chebyshev’s inequality as usual, these
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3 conditions will yield the sample complexity

k2/3 \/]T
n = O max 54%, gT

which is suboptimal (and, as a side note, is the expression for the sample
complexity of closeness testing, the harder testing problem where both
p and q are unknown).

Exercise 2.11 (x). Combine the doubling search technique discussed
in Section 1.1 with the sample complexity of uniformity testing given
in Eq. (2.50) to prove the following. There is an adaptive uniformity
testing algorithm which, on input % and ¢ € (0, 1], and access to samples
from an unknown distribution p € A;:

o correctly distinguishes between (1) p = u; and (2) e(p) =
dpyv(p,ur) > £, with probability at least 2/3;

o always takes at most

1 1 1
0] (2 (\ | k:loglog — + log log ))
€ € €

samples; but also

o if £(p) > ¢, takes at most

1 1 1
O(W( Aloglog@ + loglog 5(p)>>

samples, with probability at least 2/3; and, finally,

e show that this constant-probability bound on the number of
samples also holds in expectation.

That is, in the “far” case this algorithm never does much worse (up to
a loglog factor) than an ideal algorithm provided with the exact value
£(p) and asked to distinguish between p = u;. and dpv(p, ux) = 2(p).

Solution 2.11. As discussed in Section 1.1, the overall idea is to run
a uniformity tester sequentially, with varying parameters (the j-th in-
stance, for 0 < j < L, being run with parameters %, ¢, 0, for decreasing
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values of ¢;), and to stop and return 0 if any of the tester’s invocations
returns 0. If all of the L 4 1 invocations returns 1, then we return 1.
Specifically, we set L := [log(1/¢)], and for 0 < j < L choose
2
PG 1)
If the unknown distribution p s uniform, then by a union bound all

gj =277, dj =

L + 1 invocations of the uniformity tester will return 1 with overall
probability at least

L 00 2
1-— y;>1— 0;=1— .
jz:;)(j_ jZ:;]J 2Z]+1 3

However, if ¢(p) := dpy(p,us) > ¢, then there exists 1 < j(p) < L
such that

L1
5 <P = 5

and so either the algorithm rejects before reaching invocation j(p)
(which is alright) or reaches invocation j(p), when it then rejects with
probability at least

S S W

m2(j(p) +1)2 22 — 3’

This deals with the correctness; we still need to establish the 3 com-

1 =0jpy=1-

ponents of the sample complexity (worst-case as a function of &, with
high probability as a function of £(p) in the non-uniform case, and on
expectation as a function of (p) in the non-uniform case). Let n(k, <, 0)
denote the optimal sample complexity from Eq. (2.50).

e Since we are running at most L + 1 invocations of the uniformity
tester, the sample complexity is at most the sum of these L + 1
sample complexities, and so is bounded by

L k log(l/(gj) + log(l/dj)

Z W, 5,05 Z 2

e~

J=0 j=0 J

= 222‘7(\/]\ log(j + 1) + log(j —|—1)>
x2%<wkmgL+1y+bgL+10
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which, recalling our choice of L = [log(1/¢)], is

(N//‘ loglog(1 )—i—loglog 1/5))

as claimed.

In the non-uniform case, where £(p) > &, it suffices to note that
with probability at least 1 — 0 the algorithm with stop at the
j(p) invocation (where j(p) is as defined above, within a factor
two of (p)). We thus can reuse the above analysis of the sample
complexity, but stopping at j(p), to obtain that with probability
at least 1 — (5j(p) > 2/3 the number of samples taken will be

0(2%'@( F1og((p) + 1) + log(j(p) + 1))) ,
\/kloglog(1/(p))+loglog(1/z(p))
e(p)? )

which is O

Finally, to get the same guarantee on expectation in the non-
uniform case, let 7' (a random variable) denote the index of the
last invocation of the tester, so that 0 < T < L. We have seen
that T' = j(p) with probability at least 1 — d;,); but we have
much stronger guarantees! Namely, for any j > j(p),

since this means that all invocations from j(p) onwards must have
failed (i.e., did not reject even though they should have). The
expected sample complexity is then at most

L J(p) o
Z [T > j]n(k,e5,0 )gz (re5,05)+ Z (sf.(*rj)(P)n(Av,gj,(sj).

We have already analyzed the first term of the RHS, showing it

was O ( \/#loglog(1/=(p))+loglog(1/=(p))

e(p)?

). The second term is at most
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(ignoring constants and recalling the setting of J;)

L
1 0 : :
' %+1(27r2)j—j(p) - 27 (1/]{ log(j + 1) + log(j + 1)>
J1=IP

< 22i(p) i(;)j (\/A? log(j +j(p) + 1) +1log(j +j(p) + 1))
j=1

< 22f<1°>( Flog(j(p) + 1) +log(i(p) + 1))

which is O( /i log log(1/ E(;()I)));log log(1/ E(p))) as well. Here, we relied

on the fact that % < 1 to be able to bound the converging series
by its first term: at its core, this is possible because the probability
Pr[T > j] to keep running the tests after reaching j(p) decreases

exponentially quickly with j.

Exercise 2.12. Given two probability distributions p,q, an integer
n > 1, and a parameter a € [0, 1], consider the following two sampling
processes:

e Sample N ~ Poisson(n), and draw N i.i.d. samples from the
mixture (1 — a)p + aq.

e Sample N ~ Poisson(n), and draw NV i.i.d. samples from p. Then,
for each 1 < ¢ < N, independently sample B; ~ Bern(a): if
B; = 1, replace the i-th sample by a new (and independent from
everything else) sample drawn from q.

Show that these two processes result in the same distribution.

Solution 2.12 (Sketch). Condition on a given value of N. In both cases,
the N samples are mutually independent, so it is enough to show that
the marginal distribution of a single sample is the same in both cases.
This part is then quite straightforward: suppose X is a sample from
the mixture (1 — a)p + aq, and Y obtained by the second process
(draw independently Y’ ~ p, Y” ~ q, and B ~~ Bern(«), and set
Y=(1-B)-Y'+B-Y"). Then, for all z,

Pr[X =z] = (1 — a)p(z) + aq(z)
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while

PrlY =z]=Pr[Y =2 |B=0]-Pr[B=0]+Pr[Y =2 |B=1] -Pr[B=1]
Pr[Y/=2|B=0]-(1-a)+Pr[Y'=2|B=1] «

p(x)(1 —a)+qz)a.

Exercise 2.13 (x). Establish the analogue of Theorem 2.22 for the
two-distribution case (when both p, q are unknown, and you are given
n ii.d. samples from each). Specifically, consider the statistic Z’ =

P (X = Y3)? — X; —Y;) for which you will have to establish the
following counterpart of Claim 2.2:

Claim 2.1. If X ~ Poisson(A) and Y ~ Poisson(u) are independent,
thenE[(X —Y)2 - X —-Y]=(A—p)?and E[(X - Y)? - X - Y)?] =
A= )" + 20+ p)* + 4\ + ) (A — p)*.

Show that the sample complexity is O(max(||p|l,, [lall,)/e%). Try to
establish the (incomparable) bound O(min(||p|l,, [|ally)/e* + 1/2).

Solution 2.13. We will not here establish Claim 2.1, which can be
checked by tedious computations (if you have an elegant proof of this
claim, let me know!). Consider the following algorithm, the analogue
of Algorithm 11 for two unknown distributions: The proof will be very

Algorithm 1 RoBUST {3 TESTER (FOR CLOSENESS)

Require: Multisets of n samples each, z1,...,z, € X and y1,...,y, €
X, parameters ¢ € (0, 1]. > Assumes Poissonization
1: Set 7 < 3n?e?
2: Compute
— 1\2 /
Z =3 ((Nj= Nj)*= N; - N})
JjEX
where Nj < 3510 I{zy = j}, N < X0 Ly = 5}
3: if Z > 7 then return 0 > p,q far (in {9)
4: else return 1 > p, q close (in /3)
similar to that of Theorem 2.22. Assuming Poissonization, if z1,...,x,

are independent samples from p and y1,...,y, from q, we get that,
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for all j € X, N;j ~ Poisson(np(j)) and N’ ~ Poisson(nq(j)) and so,
by Claim 2.1 above,

A,
Ep[Z) =Y (np(j) — na(4))” = n’|lp — all5 (2.2)
=1

= 3> (20°(p() + a(0))* + 40 (B () + Al (P() — a(4)?)

2 2 2
< 422 (IpI2 + lall2) +4n3(lpll, + lall)lp — a3 (23)
the last step again using p(j) + a(j) < [Pl + lall < [Pl + lall:

o If |p—dql, <&, then Ep[Z] < n2:2 and by Markov’s inequality

Ep[Z] 1
2.2 p
Pr[Z > 3n’e } < 3,222 < 3

o If [|[p —qll, > 2¢, then Ep[Z] > 4n?c? and by Chebyshev’s

2 2
bz < 2e2] < 10VorolZ] _ 4pll + lall) | 6l + lal)

7 = ] 2
Ep[Z] n?|lp — qll, nllp —qll;
< 8max([[p[l,, lally)? n 32max(|[plly, [lall,)
- n2et ne?

which is less than 1/3 for n > 100 max(||p||y, ally)/2.

This establishes the first bound from the exercise.

The second is a little trickier, and we here only provide an outline.
It will relies on the following lemma (which will not be proven here, but
can be shown by, e.g., adapting Batu and Canonne (2017, Lemma 3.1)):

f you have a fully written solution you’d like to include, or if you think something
isn’t quite right, do contact me!
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Lemma 2.2 (Constant-factor estimate of the {5 norm). There exists an
algorithm which, given n i.i.d. samples from an unknown distribution
p € Ay and a parameter 7 € (0, 1], outputs a value p € (7,1]U{L} and
has the following guarantees:

o if ||p||y > 7, then p # L with probability at least 9/10;
o if p# L, then ||p|l,/2 < p < 2||p||, with probability at least 9/10;
as long as n = O(1/7).

Essentially, the above state that it is possible to use O(1/7) samples
to obtain (with high constant probability) a constant-factor estimate of
the /5 norm of a distribution if we are promised that this norm is at
least 7 (and, if that norm is much less than 7, then we will detect it).

With this at our disposal, we can proceed as follows:

1. Set 7 < £, and use the above algorithm with O(1/¢) samples from
both p and q to try and get estimates of their 5 norms.

2. If we get L for both, then we know that ||p — qll, < [|plly+lally <
27 < ¢ and we are done;

3. If we get estimates pp, pq > 7 for both, then

(a) we check that those two values are within a (sufficiently)
large constant factor of each other: if not, we know that
|lp — qlly, > 2¢ and we are done;

(b) if they are within constant factors, we get that ||pl|, =< [lal|5,

and so min([[plly, qlly) = max(|[pl, lall,) and we can use
the algorithm from the first part, with sample complexity

O(max([[pll,, [all,)/<*) = O(min(|[pl,, lall;)/?), and we
are done;

4. If we get an estimate for one (say p but L for the other (say q),
then we know that ||q||, < 7 and have a constant-factor estimate

pp for [[p|-

(a) If pp > ¢, then we know that ||[p —qll, > [[p|l, — 7 > 2¢
and we are done.
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(b) If pp =< €, then we know that max(||pl|,, |lall, < ¢, so we can
use the algorithm from the first part, with sample complexity
O(max(|[p|ly. [lally) /%) = O(1/¢), and we are done.

Overall, the sample complexity is O(max(min(||plly, [|ally)/2?),1/¢),
establishing the second bound from the exercise.

Exercise 2.14. Show that the transformation ® from Section 2.2.2
(Eq. (2.59)) “maps x? divergence to f3 distance” in the following, ap-
proximate way: for any p,q € Ay,

B 2 _ ~ (P() —a(i)?
I2a(®) = 2al@)ll = 3 00T

Conclude that, assuming min; q(i) > 1/(2k) (as we could in Section 2.2.1
after using the “mixture trick” of Eq. (2.52)),

X @) < H2q(p) ~ 2a(@)l < (o || @

for every p € A,..

Solution 2.14. From the expression of ® and with the notation of
Section 2.2.2, we have

y
1Pq(p) = 2q(a)ll; = D_(Pa(P) — Pq(a))”

Jj=1
LA i) ai\es . ,
_12(;( [ )1{3 € Sz}>
_ Kk . p(z) CI(Z) 2
_;;n{je&-}(m A) .

1=

k 134
> (i)~ al)? Y 1{j € )
—1 Vi ]:1
k N i 2
- w

)
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where for (x) we used that exactly one term of the inner sum in non-zero
(as each j € [k] belongs to exactly one set .S;), allowing us to bring the
sum and indicator outside the square; and later that Z;f/:l 1{j e S} =
|Si| = k;. The result then follows from the definition of k; = 1+ |kq(7)|
(for i € [K]).

Finally, if min; q(¢) > 1/(2k) we get that

kq(i) <14 |kq(i)] <2kq(i), i€ [k

where the RHS is obtained by observing that max,>, /2 m =1/2.
This directly implies

L~ (Bl a0 _ 5~ ) al)F _ 5 (ot <'>>2
32 PO <y B < 3 PO

i1 q i=1 i=1

1x2(plla) k]| ®q(p)—Pq(q)2 x*(plla)

as wanted.

Exercise 2.15 (xx). Generalize the transformation ® from Section 2.2.3
in two ways: first, by replacing the mixture @Ef’) (p) = %p + %uk by
ap+(1—a)u;, where a € (0,1). Second, by replacing the choice 1" = 4/
in ®®)(p) by i’ = Sk, for some integer 3 such that 3(1 —a) > 1.

1. By tracking down the various restrictions on «, 8 and their use
across @, @@ and ®®), show that doing so now maps identity
testing with parameters (%, ) to uniformity testing with parame-

(afi- )

2. Check that setting (a, 8) = (1/2,4) as in Section 2.2.3 recovers
Theorem 2.28, and the blowup factor of 32 discussed at the end
of the section.

ters

3. Recalling that the sample complexity scales as v/ /2, optimize
over (a, 3) to find the optimal choice of parameters, and prove
that the resulting blowup is ~ 12.2.

4. What would be the optimal choice of (v, ), and the corresponding
blowup, in a setting where the sample complexity of uniformity
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testing scales as //e? instead of v/k/c2? (This is not that far-
fetched: we will see in Section 4.3 an example of such a setting.)

Solution 2.15. The solution below follows the aalysis of Section 2.2.3.

1. By setting things as suggested, we will be able to assume in our
analysis of ®2) that 1'q(i) > &'(1—a)/k = B(1—a) for all i € [k],

and then .

i K'q(i) B(1l — )
(the [/\" q(z)J in the numerator is the reason we need to enforce
B(1 — ) > 1). We then get the analogue of Eq. (2.65): for every
P1,P2 € Ay,

dpy (‘I’(Z) (P1), ‘P(Q)(pz)) >

dev(Pl, p2), (25)

We then only have to take into account the last piece, 7.e., that
®®) does allow us to assume that Eq. (2.4) holds, but doing so
comes at the cost of shrinking the total variation distance by a
factor « as well; so that, when combining oW, @ and M all
together, we get a mapping ® such that, for every pi,p2 € Ay,

Ar(®(p). B(p2)) = (1= 2 Jdry(prpa).  (20)

_
A1l —a)
Overall, for any choice of a € [0, 1] and § > 1 such that 5(1—a) >

1, we can convert an identity testing instance with parameters
(k,€) to a uniformity testing instance with parameters (1’ =

ﬁ]\',slza(l— ﬁ))
2. For a = 1/2 and § = 4, we get a(l — ﬁ) =1/4, and so

Vi ; 2 2
5’];: \/Bl 2.\5/27_(1\//;1)2.?_.?
(a1~ 5s))

3. From the above, we want to choose «, 8 to minimize the factor
VB (2.7)

(a(1- 5ts))
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subject to B(1 —«a) > 1, a € [0,1], § > 1. For the sake of the
minimization, it is easier to minimize the square of this quantity,
and to set vy := B(1 — «), so that we seek to find the minimizer of

B 1 v°

4 4 ’ 4

a1 _1 at(l—a) (y—1)
o (1 5)

subject to a € [0,1] and v > 1. The variables are now separated,

and we can minimize separately in a and in «. This leads to mini-

mizers a* = 4/5 and v* = 5. Getting back to our original quantity,

we therefore get that it is minimized for (o, 5) = (4/5,25), for

which the blowup factor in Eq. (2.7) is approximately | 12.21 |

. If the sample complexity were to scale as & /c? instead of E—f;, then

the blowup factor would become
K e I5}

I (e )

and minimizing this, as before subject to (1 — a) > 1, a € [0, 1],
B > 1, leads in the same way to minimizers («, ) = (2/3,9), for
which the blowup factor in Eq. (2.8) is approximately | 45.56 |

(2.8)
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Exercise 3.1. Combine (the second part of) Lemma B.4 with (the first
part of) Lemma B.5 to obtain Eq. (3.16) from Eq. (3.7). Use it to derive
Theorem 3.3.

Solution 3.1. Invoking Lemma B.4 (specifically, Eq. (B.9)) and Lemma B.5,
we get

<1- %e—D@Ee (5" ler") (Eq. (B.9))
1
<1-— (Lemma B.5)

21+ x* (Es [p5"] 1| pF")

which, reorganizing the inequality, yields Eq. (3.16):

% <1+*(Es[p5"] Il pF").

Now, since in Eq. (3.14) we had derived

2(By [p&n] || p&7) = Ep o [(1+ H(0,0)"] —1 < 25 _1
X“(Eo|py"| [ PY") =Eoo [(1+ H(0,0)"] —1<e
we can plug this in Eq. (3.16) to obtain the necessary inequality
]. < 81c4n? (3 1)
—_ k
0= '

23
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that is, n >
similarly prove a lower bound of n = Q(log(1/0)/e%) using Lemma B.J
instead of Pinsker’s inequality in Eq. (3.4); and combining the two leads
to the following bound for uniformity testing,

L Q(m- 1og(1/(i)2) + 10g(1/(5)> | (3.2)

%; proving Theorem 3.3. (As a side note: one can

which is optimal.

Erratum: The first part of the next exercise (about the distance to Py)
was incorrectly stated in the published version.

Exercise 3.2. Fix a property P, € A, of distributions, and denote
by P, its “extension to probability measures” (not just probability
distributions) defined as follows:

P, = {aq: q€Pr,a>0} (3.3)

(for instance, for uniformity, P, = {u;} and P = {al;}a>0.) Let p
be a measure (not necessarily a probability measure) such that the
{, distance between p and P, satisfies El(p,ﬁk) > 2¢, and 1/2 <
Ipll; < 3/2. Defining p’ := p/||p||; (an actual probability distribution),
provide a lower bound on dpv (p’, P;). Moreover, show that obtaining
n “samples” from the Poisson process with measure p is equivalent to
getting Poisson(n||p||;) samples from the distribution p’.

Conclude with how one could use a testing algorithm A for property
P given Poisson(n) samples (i.e., in the Poissonized sampling model) to
distinguish between two families of measures (yes- and no-instances) far
in ¢ distance, thus justifying the relaxed assumption from Section 3.2.

Solution 3.2. Let p, P, P., and p’ as above. Fix any q € P;; we have

L o~ Ipl,al
= P — P19
el 1l

P
Iplly

q

o' —all, = \

2 2
2 5lp—lpliall, > 5 -2¢

using for the last inequality that ||p||,q € P}, as a (positive) rescaling
of q € Pi.. As q was arbitrary, this implies dv (p’, Py) > %5.
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Then, the output of a Poisson process with parameter np (i.e.,
parameter n and underlying measure p) is by definition a set of
mutually independent values Nq,..., N, where N; is distributed as
Poisson(np(i)) = Poisson(n||p||;p’(¢)). Which is exactly what one get
by drawing Poisson(n') i.i.d. samples from p’ for n’ := n|p|; (not
necessarily an integer).

Finally, suppose we have a testing algorithm A for property Py,
which succeeds when given Poisson(n) samples for n = n(k,e,d). Then
we can use it to distinguish whether the unknown measure p is a
yes- (p/|lpll; € Pi:) or a no- instance (p/||p||; 2¢-far in ¢; distance, or
equivalently e-far in TV distance) in our “relaxed,” “Poisson process”
setting by feeding the output of our Poisson process with parameter n'p
for n' :=2n(k, 22, 6). By the above, this corresponds to Poisson(n’||p||;)
samples from p’, which (i) in the yes case is in P}, and (ii) in no case
will be %g—far from P, and

2
—&,0)

2
n,Hle = 2HpH1 : n(]‘?a gga()) Z n(]‘7 3

since ||p||; > 1/2; so A will be correct with probability at least 1 — d.
This implies that any lower bound in this “relaxed” setting carries over,
with only constant-factor losses in the parameters, to the Poissonized
setting.

Exercise 3.3 (x). Recall that we defined the no-instances in Section 3.2
by Eq. (3.17) (measures, instead of bona fide probability measures) in
order to guarantee mutual independence of Ni,..., N, (conditioned on
b. Check the argument to see which part of the argument would fail if we
had used Eq. (3.11) instead. Then, modify the argument to fix this, and
obtain the same sample complexity lower bound. (Hint: we still have mu-
tual independence of the I /2 random variables (N1, Na), ..., (Nr—1, N)
conditioned on b. Establish the analogue of Eq. (3.20) with N1 = j, No =
¢ instead of N1 = j, and proceed from there.

Solution 3.3. We can proceed as in Section 3.2 to bound I(b A X)), but
now keeping in mind (as per the hint) that only the pairs (Ng;—1, No;)
are mutually independent conditioned on b, not the /N; themselves. We
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can adapt the argument, and write

I(b/\X):H(Nl,...,N]‘;)—H((Nl,...,N;,) |b)

1/2
=H(Ny,...,Np) = > H((N2i—1,N2) | b)
i=1
(conditional independence)
k)2 /2
<Y H((Nai—1,Nai)) — Y H((Ngi—1,N) | b)
i=1 i=1
(subadditivity)
/2
=> I(bA(Nai-1,N2)),
i=1
leading to an analogue of Eq. (3.19):
k
I(b AX) < ZI(b A (N1, N2)). (3.4)

Building towards the counterpart of Eq. (3.20), we then have
I(b/\ (Nl,NQ))

=Ep [D (P(Nl,NzﬂbHP(NLNQ))}
< Ep [X2 (P(N1,N2)\b | P<N1»N2)>]

= %(Xz (P(Nl,NQ yb=1 | PNl,Ng)> + %2 (P(N17N2)|b:0 I P(Nl,Nz)))
(Pr[N1=j,Ny={|b=1] —Pr[N| = j, N = {])?
<]§;)€§:0 Pr[N, =j,Na =]
+ZZ (Pr[N1 =4, No ;éjl::f]]vzpjé\]flZijzzf]y)
7=0/¢=0 ’
722 (Pr[N1=j,Noy={|b=0] —Pr[N; = j,No=£] b =1])?
oy Pr[Ni =4, No=/4|b=0]+Pr[Ny=j,Noa=¢|b=1]

Pr[lej,szﬁyb:()])2
Pr[Ni=j,No={¢|b=1]{1-
;};} r[N1=j, N2 | ]( Pr[N1 =7, No=/¢|b=1]

using as before for the second-to-last equality that, b being a uniform bit,
Pr[Ny = j, Ny ={] = £(Pr[N1 = j,No = ¢ | b = 1]+Pr[N1 = j,No = ¢ | b = 0])
for all 5,4 > 0.
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This gives us Eq. (3.5), our “new Eq. (3.20):”

] (e oo o]

I(bAX)< 4;];)PrN1_],N2_eyb_1](

Pr[N1=j,No=(|b=0] 2
Pr[N1=j,N2=(b=1]

(3.5)

To bound it, we need to compute Pr[N; = j, Ny ={¢| b = 1] and
Pr[N; = j,Ng = ¢ | b = 0] for arbitrary integers j,¢ > 0. Thankfully,
this is not too difficult (recall that we still work in the Poissonized

sampling model):

n L/ k J n k ¢ n L/ k g+t
Pr[lej,szﬁ\bzl]:e_f(n/,|) -e_f(n/ ) :e_%i(ﬂ/, )
4! ! g
Pr[N1 =j,No={|b=0]

1 _nats) (n(1+ 3¢)/k)? _n(—3) (n(1 —3¢)/k)*
v —e A

2 4! ‘ 1
L e (n (n(1 —3¢)/k) (o) (n(1 4 3¢)/ k)"

2 J! 1l
_ 3 (n/k )JM (14+32)7(1 —32)" + (1 —32)7(1 + 3¢)*
V7 9 ’

and so, for all j,¢ > 0,

Pr[N1=j,No=l|b=0] 1 i o
PY[N1=j7N2=€\b:1]_5((1+35) (1=39)" +(1-3¢) (1+(332):)

(Compare this to Eq. (3.22)!). Plugging this into Eq. (3.5) leads to

k _zu (n/k)* (1436)3 (1-32)*+(1-3¢) (1+32) | 2
I(bAX) <~ ;MZO 0 (1— 2 )

k 5 Ine?
= —sinh
2 Tk
81n2€4 3ne?
< ek 3.7
- 2k ¢ (3.7)
the last equality again following either by somewhat tedious series
computations, or a symbolic computation system such as Julia, Mathe-

matica, or Maple; and the inequality being sinh u < uev’/6 (for u € R.)!

!See, e.g., https://math.stackexchange.com/a,/1759409/75808.


https://math.stackexchange.com/a/1759409/75808
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We can then conclude as in Section 3.2: since we must have I(bA X) 2 1

by Fact 3.1, we must have niet E 2 1, showing the n = (ﬁ/sQ) lower
bound.

Exercise 3.4. Verify that applying Theorem 3.9 to (i) the uniform
distribution w; and (ii) the “Zipf” distribution q € A, such that
q(i) o< 1//i leads, in both cases, to an Q(v/k/c%) sample complexity
lower bound for identity testing.

Solution 3.4. (i) When applying Theorem 3.9 to the uniform distri-
bution (i.e., q = uy), for any given ¢ € (0,1/4) the vector q_ 2"
is the m-dimensional vector with all coordinates equal to 1/%, Where
m =k — (1 + [4ek]) > (1 —4e — 1/k)k (since we removed the first
coordinate, as well as the last |4¢/|). Then,

1 \3/2 32 , i
— [ _ —_— o /2 A
e (m /‘72/3> — > (1/2-49VE > Yo

~ — max

‘q 4e

the first inequality as & > 2, and the second for ¢ < 1/16. This gives
the lower bound Q<Hq oA 2/3/52) = Q(\/]T/62> we wanted.

(ii) When applying the theorem with q set to be the Zipf distribution,
that is, q(i) = H]“711/2ﬂ for every i € [k] with H 1/ = Sy % =

@(\/Z), for any given ¢ € (0,1/4) we get

) 3/2 2/3 3/2
(s N G
2/3 k172 s i3 Hi 1/2 VEk

where £ is the smallest integer such that H, 1 /2 Zz 01/ Vi < 4e. Comput-
ing the asymptotics of the sum shows that ¢ satisfies Vi — V¢ ~ 4V,
leading to £ ~ (1 — 4¢)2k. For ¢ < 1/5 (for instance), this again gives
H q_ o 23 @(\f) and Theorem 3.9 then yields the same (tight,

A4
in view of the identity testing upper bound) sample complexity lower

bound Q(ﬁ/az)

Exercise 3.5. Check that you can express several of the algorithms in
Section 2.1 as a function of F" only (as defined in Section 3.3). Specifically,

H ~ — Imax

q4r
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verify this for Algorithms 1, 2 and 4. Verify this also for Algorithm 3,
keeping in mind that this algorithm was stated and analyzed in the
Poissonized setting: what does it change?

Solution 3.5. We can rewrite Z1, from Algorithm 1, as

1

@%()Z MﬂfﬁwF”‘ E(Q?W‘”

Z =

Similarly, Zs, from Algorithm 2, is given by
1
Zy = —IF
n

while Z4, from Algorithm 4, can be written as

1 n

Z4:§Z

Jj=0

j 1
L 2.,
n A-‘ J

We can also rewrite Z3 as a function of the fingerprint F'; however, in
the Poissonized setting, /' € NV (it is no longer a finite-dimensional
vector, but a sequence) and does not necessarily sum to n anymore.
With this in mind, we get

gy =5~ Wim /i = N

iex n/k
k)
-y YU iy -y
ieX j=0
QG
s n/k

Note that we now have to sum over all integers, not just up to n.

Exercise 3.6 (x). Prove that the mapping ® defined in Eq. (3.40) does
satisfy the requirements of a reduction, for ©/ = 2k and ¢ = ¢/2.
That is, if p € A} is e- far from uy, then ®(p) € Ay is &/-far from
every distribution q € 772] (Hint: for any given monotone q, analyse
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the distance dpy(®(p),q) according to whether q(k) > 1/(2k) or not,
relating this to the set S C [k] on which p is greater than uy.) Moreover,
show that this loss by a factor 1/2 in the distance is necessary.

Solution 3.6. Fix any p € Aj such that dpy(p,ur) > ¢, and let
S C [k] the set which witnesses it: S := {1<i</k: p(i)>1/k}
which satisfies

P(S) —ur(S) = wi([K]\ §) = p([;]\ 5) > ¢
Further define T := [K]\S C {1,2,...,k},and S+k={i+k: i€ S} C
{k+1,...,2k}. By definition of ®(p), we then have

o (T) ~ B(p)(T) = B(p)(S + 1) —war (S + 1) = 3 (p(S) —ui(S) >

DN ™

Now, fix any monotone distribution q € 732\[‘ We have two cases:

o If q(k) > 1/(2k), then, since q is monotone, q(i) > 1/(2k) for
every ¢ < k. This implies

a(T) — @(p)(T) = uz(T) — 2(p)(T) >

DO ™

o If q(k) <1/(2k), then q(i) < 1/(2k) for every i > k. This implies

P(p)(S+E)—aq(S+E)>P(Pp)(S+ k) —ug(S+k)>

| ™

This shows that dpy(®(p),q) > /2. For the “necessary” part, consider
p such that p(1) = 1.

Exercise 3.7. A Poisson Binomial Distribution (PBD) with parameters
kand p = (p1,...,p:) is the distribution of the sum of % indepen-
dent Bernoulli random variables Xi,..., X;, where X; ~ Bern(p;).
(This is a generalization of Binomial distributions, which correspond
to p1 = --+ = p;.) Let P denote the class of all PBDs with param-
eter k. Using the facts that (1) P can be agnostically learned with
O(log?(1/¢)/<?) samples (independent of /) (Daskalakis et al., 2015),
and (2) the “standard” Binomial distribution Bin(%,1/2) is a PBD,
show that testing P has sample complexity Q1% /<2 (as long as
£ > 1/20(/"1/8)). (Hint: combine the results of Sections 3.4 and 3.5.)
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Solution 3.7. For convenience, denote by q the Binomial Bin(/,1/2),
and fix 0 = 1/3. We will apply Theorem 3.11 with P’ := {q} and
P =P, so that P’ C P.

From the statement of the exercise, from (Daskalakis et al., 2015)?
we know that the sample complexity of agnostically learning P is

ne(k,e,1/3) =0 <log2€(21/5)>

so to apply the theorem it remains to give a lower bound on ny(%,e,1/3)
(sample complexity of testing P’) and comparing the two. But testing
our P’ is by definition testing identity to q, for which we can apply
Theorem 3.9: for all € € (0,1/4),

2/3 ) ’

e 1/3) =9 [aze), ./
4% is as defined in the statement of Theorem 3.9. In our case,

where q— ;2

to get a hold of Hq—fgax

2/3" we will make three observations. (The

argument below is heuristic and informal, but can be made rigorous).
First, the maximum probability value of q is 2%(A//2) = @(%), SO
removing it will be negligible. Second, to remove the 4¢ probability mass
from the tails of q, we can use Hoeffding’s inequality (Corollary A.4)
as heuristic, since even though it provides an upper bound instead of a
lower bound, Hoeffding’s inequality is essentially tight for the standard
Binomial. Working it out, this then tells us that

k

for m =< +/klog %, which means that we only keep 2m = @(\/]f log %)

coordinates in our vector q_,i** (since q is symmetric around its

g

expectation, those are the 2m middle elements of the domain, centered
at //2). That is quite difficult to bound, though, so since we are only

aiming to lower bound Hq ax

2/ we can remove more elements, and
only keep the middle 2m’ for say m' := vk < m.

2This is not explicit in the paper, but their cover-based approach implies agnostic
learning, for a (large, but constant) C' > 1.
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Finally, since q is unimodal, among those 2v/%: elements the minimum
probability is q(%/2 + v/k), which by Stirling can be bounded as

1 k 1
q(/v/2+m')='<' >X'
2/ % +VEk Vi
Thus, we can bound

H~—max

2N\ 3/2
a > (Qm’ . q(/;/2+m')2/‘3) /

2/3 —
= i34 q(k/2 4+ VE)
= /4

and Theorem 3.9 then tells us that ny(k,2,1/3) = Q(A'1/4/52). (Intu-
itively: the standard Binomial distribution is “roughly flat” within a few
standard deviations of its expectation, which means it is sort-of-uniform
on a domain of size @(ﬁ) So we get “the uniformity testing lower
bound” but on a domain of size O(Vk), not k: hence the kY%,

To conclude and apply Theorem 3.11, we just need to check the
third item, and see if there is a range of parameters for which

1
n[;(f\', CS, 1/3) < 5”7’(]1, 308, 1/3)

(where again, C' > 1 is a constant, implicit in (Daskalakis et al., 2015)).
This boils down to checking when

log?(1 EL/4
a(1/2)
€ €

which is true for ¢ > 1/20(1"1/8). Theorem 3.11 then yields the Q(k1/4/2)
lower bound for testing P in that parameter regime.
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Exercise 4.1. Verify that the error amplification technique discussed
in Lemma 1.1 still goes through in the communication-constrained
distributed setting.

Solution 4.1 (Sketch). Regardless of the specific distributed setting
(private-coin, public-coin, or sequentially interactive), one can still run
m = O(log(1/0)) independent instances of the protocol on m disjoint
sets of users, and use the same argument as in Lemma 1.1.

Exercise 4.2. Verify that the reduction from identity to uniformity
testing discussed in Section 2.2.3 still goes through in the communication-
constrained distributed setting, both in the private- and public-coin
settings. Do the users need to know the reference distribution q?

Solution 4.2. As described in Acharya et al. (2020, Proposition A.16),
the reduction does go through, as each user can “locally” and indepen-
dently apply the mapping ¥ to their sample, to get a draw from the
distribution ®4(p). This preserves the setting of randomness (private-
or public-coin), as it only require private randomness; however, as men-
tioned in Acharya et al. (2020, Remark A.17), all users do need to
know the reference distribution q (in order to be able to compute the
mapping Wgq.

33
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However, the two specific approaches seen in Section 4, for private-
coin protocols (Section 4.2) and public-coin protocols (Section 4.3) can
be used to perform identity testing even if the users do not know the
reference q. Namely:

o In the private-coin case, distributed simulation (Theorem 4.2) can
still be used to simulate n’ =< n2"/k samples from p at the server.
The server (which does know q, even if it is the only one to do
s0) can then convert these n’ i.i.d. samples into n’ i.i.d. samples
from ®(p), performing the reduction to uniformity testing in a
centralized fashion.

o In the public-coin case, domain compression (Theorem 2.12) is
used to convert the n i.i.d. samples from p into n i.i.d. samples from
some (randomly chosen) pr on a domain of size L := 2". This still
works and can be done without knowledge of q; then, the guarantee
of Theorem 2.12 ensures that dp (pr,an) = L/k - dpy(p, Q).
This means that the server (which knows q as well as the public
randomness used to choose II, and thus can compute what the
“new reference” qry is) can apply the reduction from identity testing
(with reference qr over [L]) to uniformity testing locally, since it
has all it needs for this: n i.i.d. samples from prr, and knowledge

of qir and &' < \/L/k - ¢.

Exercise 4.3 (x). Extend the argument of Lemma 4.3 to / > 1, to
establish the more general Theorem 4.2. (Hint: suppose that 2° — 1
divides k, and partition the domain in m := /(2" — 1) sets. Each pair
of users is now “assigned” one of these sets.)

Solution 4.3. As suggested, partition the domain into m := [/"/2 — 1}

sets (e.g., intervals) S1,. .., Spy, each of size &' := 2" — 1 except at most
one possibly smaller (if 2" — 1 does not divide /). As in the proof of
Lemma 4.3, we first show how to generate one sample from 2m users.

Divide these 2m users into m pairs, where users of the pair (2i—1, 27)
are “assigned” set S;. The /-bit message these two users send is defined
as follows: either the all-zero sequence 0, if their sample did not fall
in S;, or, if it did, the exact value of the sample (they can do so, as
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|S;| < 2" —1, as long as the protocol specified an encoding beforehand):

Yoi1 =

encode(Xo;—1) if X9;-1 € 5;
otherwise.

encode(Xy;) if X9; € 5;
Yo, = .
0 otherwise.

As in the single-bit (/ = 1) case, the server, upon receiving these 2m
messages, will check the following two conditions:

o there exists one, and only one, pair (2i — 1,2i) of users for which
the “even” user sent a non-zero value (that is, Ya; # 0/); and

o for this pair (2 — 1,2i), the “odd” user sent the all-zero sequence
(Yo, = 0)).

If those two conditions do not simultaneously hold, then the server
aborts (does not output any sample, but instead the special symbol L).
Otherwise, the server outputs (the decoding of) Ya;, which is Xy, as its
sample. Then, analogously to the proof of Lemma 4.3, for any j € [/],
letting i(j) be the index of the set such that j € Sj(;), the probability
to output j is

s

Prloutput is j] = p(j)-(1-p(Si5))) [[ (1-p(S)) = p() [[(1—p(Si)).
1<i<m i=1
i#i())

We have Prloutput is j] o< p(j) for all j € [£], so all we need to prove,
as before, is that Prloutput is L] is not too close to one, or, equivalently,
that T2, (1 —p(S;)) is not vanishingly small. The exact same argument
as the one leading to Eq. (4.4) shows that

m

[1a-p(s) >

=1

el

as long as maxi<j<m p(S;) < %, which is implied by ||p|, < 1/2 and
thus can be ensured by using the same trick as in Lemma 4.3 (only
losing, as we did there, a factor 2 in the number of users). Altogether,
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this establishes that we can generate (on expectation) one sample from
p using the /-bits messages from

k
4-dm =16 ——
" [2 - J
users. By repeating this on disjoint groups of users, this yields Theo-
rem 4.2, showing that we can generate an expected

n 2'n

1 ~
E'{ﬁw Tk

n' >

i.i.d. samples, using the /-bits messages from n users. For a more
detailed proof and discussion of Theorem 4.2, see Acharya et al. (2020,
Theorem IV.9).

Exercise 4.4 (xx). Extend the argument of Theorem 4.2 further to
apply to the case where user has a communication constraint /; (het-
erogeneous constraints among users). Establish an analogous bound,
with 2" replaced by % ip 20, (Hint: consider a dyadic partition of
the domain [k]. It should work.)

Solution 4.4. No solution for this one (for now at least). Feel free to
contact me if you've tried and are stuck!
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