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A Procedural review model

A.1 Equilibrium policy choice

Lemma A.1. In the procedural review model the agency always matches policy to the state in weakly

undominated pure strategies: xi(®) = .

Proof of Lemma A.1. At the point in the game at which the agency makes its substantive policy
choice, x4, its effort investment e is a sunk cost. Thus, e and Vg (e) are fixed. Additionally, since
x4 1s not observed by the overseer the overseer’s review decision is invariant to the agency’s choice.
Thus, there are two cases to check: (1) agency will be overturned and (2) agency will be upheld.
Case 1: Agency overturned. The agency’s payoff in this case is equivalent regardless of its policy
choice since the overseer’s review decision is unaffected by the agency’s choice of x4. Thus, the
agency has no reason to deviate from setting policy to match the state.

Case 2: Agency upheld. The agency’s expected payoff for the proposed strategy is given by,

EU (X (@) = wle,r=0) = —(0—y)*—xe—mr,
= —(0—(1)(0+e(e)))* —Ke,
= —E[e]® - Ve(e) — Ke,
= —Ve(e) —ke.

Now suppose the agency deviated by choosing x4 (@) = ® + 1 (x4(®w) = @ — 1 is similar). Its
expected payoff for doing so is given by,

EUr(xp(@) =0+ 1le,r=0) = —(0—(0+1+¢(e)))> — ke,
= —(0—(0+1))>—E[e]* —Ve(e) — xe,
= —1—Vg(e)— Ke.

Thus, the net expected utility for deviation is given by,

AEUs(xp(0) =0+ 1le,r=0) = —1—Ve(e)—ke+ Ve(e)+ ke,
_—

implying a net utility loss equal to the policy choice deviation. Thus, the agency is strictly worse off
by deviating from the proposed strategy when the overseer will uphold the agency. Taken together
these two cases imply that, in weakly undominated pure strategies, the agency will always choose

xk(®) = o in the procedural review model. [



A.2 Equilibrium oversight

Lemma A.2. The overseer’s optimal review strategy in the procedural review model is,

Uphold: r=0  ifVe(0) —Ve(e) > p1(2B — 1)+ pe(2B6 — 67),

Overturn: r =1  otherwise.

Proof of Lemma A.2. Note that from Lemma A.1 we have that x{ (®) = o. First, consider the over-

seer’s expected payoff for upholding the agency following a choice of e:

EUg(r=0le,B,x3) = —(0—p—(xi+e(e)))?
= —(0—B—w)?—E[e]*—Ve(e),
= B~ —Ve(e).

Now, the overseer’s expected payoff for reversing the agency depends on the state @, which is
unknown to the overseer in the procedural review model. For any given ® the overseer’s expected

payoff for reversal is given by:

EUg(r=1le,, ) = —(0 — B — (0+£(0)))?,
= —(0—B)* ~E[e]” ~ Ve (0),
= —(0—B)* Ve (0).

Plugging this in for each w, scaled by the overseer’s beliefs about each state having obtained, which

is given by p = {po, p1, e }, we have the overseer’s overall expected payoff for overturning:

EUg(r=1le,,p) = —po (0—B)*+Ve(0)) — p1 ((1 = B)*+Ve(0)) — po ((6 — B)* + V¢(0)),
= —poB*—pi(1—B)* —pe(6— B)* — V¢ (0).

Incentive compatibility requires that the overseer uphold (r = 0) if and only if:

EUgr(r=0le,B,x Ur(r=1le,,p),

1) =
—B* —Ve(e) > —poP* — pi(1—B)* — pe(6 — B)* —Ve(0),
—B%—Ve(e) > —poB* — p1+2Bp1 — p1B* — pe B +2B0pe — pe8” — Ve (0),
Ve(0) = Ve(e) > pi(2B — 1) + po(2B60 — 67),
as stated in the result. |



Now, recall the definitions derived from the overseer’s incentive compatibility constraint to
2
uphold. That is, it must be the case that 8 € <0 pi+ped +Ve(0)= Vg(e)] for the overseer to uphold.

2(p1+pe8)
We can define two f-thresholds based on whether the agency invested high or low effort: f; =
62+Ve (0 _ .
1+p92( L‘-/P(eg) W) and By = % where By < B since Ve (1) < V¢(0).

If B < By < By then the overseer always upholds and is perfectly deferential. If By < By < B
then the overseer always overturns and is perfectly skeptical. If B; < B < By then the overseer
upholds if and only if e = 1 and is conditionally deferential. The next result characterizes how the

agency best responds with its effort choices conditional on these oversight regimes.

A.3 Equilibrium effort

Lemma A.3. Conditional on the overseer’s bias B, the agency invests effort as follows:

1. If B < By < Bo then the overseer is perfectly deferential and the agency invests high effort if
Ve(0) —Ve(l) > k.

2. If By < Bo < B then the overseer is perfectly skeptical and the agency never invests high effort.

3. If B1 < B < Bo then the overseer is conditionally deferential and the agency invests high effort
if p1+ pe6? +Ve(0) = Ve(1)+ 7 > k.

Proof of Lemma A.3. 1proceed by deriving the agency’s incentive compatibility conditions to invest
high effort given the type of review it is facing.

Case 1: B < By < B1, perfect deference. In this case the agency knows that it will be upheld regard-
less of its choice of e. The agency’s expected payoff, given it will be upheld for sure, for investing

low effort is given by,

EUi(e=0r=0,x1(0) =) = —(0—(0+e(0)))*—K(0)—7x(0),
= —(0—w)*—E[e]* - Ve(0),
= —Vx(0).

The agency’s expected payoff for investing high effort is given by,

EUple=1r=0,x4(0) =) = —(0—(0+¢&(1))*—x—m(0),
= —Ve(l)—

For the agency to invest high effort the following incentive compatibility constraint must be satisfied:

—Ve(l)—x > —V¢(0),
Ve(0)—Ve(1) > k.

3



The precision improvement of investing high effort relative to low effort must outweigh the costs of
doing so. This is case 1 in the result.

Case 2: By < B < B, perfect skepticism. In this case the agency will be reversed by the overseer
with certainty, regardless of its choice of e. The agency will never invest high effort in this case
since that would simply lead to a net loss proportional to the cost of that effort. To see why, consider

the agency’s expected payoff for investing low effort in this case,

EUple=0lr=1) = —(w—¢(0))*—x(0)—m,
= —0*—Ve(0)—m.

The agency’s expected payoff for investing high effort is given by,

EUple=1lr=1) = —(0—g(0)*—x—m,

= —0*—Ve(0)—x—m.

Combining these expected payoffs yields the net expected payoff to the agency for investing high

effort given that it will be overturned with certainty,

AEUs(e=1lr=1) = —0®>—Ve(0)—Kk—n+@*+V.(0)+m,

= —K.

Thus, it is never incentive compatible for the agency to invest high effort given that it will overturned
by the overseer with certainty. This is case 2 in the result.

Case 3: By < B < B1, conditional-deference. In this case the overseer upholds the agency if and
only if the agency invests high effort. The agency’s expected payoff for investing high effort, which

induces being upheld, is given by,

EUgle=1|r'(1)=0x3(0) =) = —(0—(0+&(1)))*— k(1) —m(0),
= —(0—)*—E[e]*—Ve(1) -k,
= —Ve(l)—x.



The agency’s expected payoff for investing low effort, which induces being overturned, is given by,

EUs(e=0[r"(0)=1) = —(0—g(0))>—x(0)—x(1),
= —E[0’] - E[e]> — V¢(0) -,
= —po(0%) = p1(1>) — pe(6%) — Ve(0) —,

= —p1— pg@ _Vg(()) TT.

Combining and rearranging these expected payoffs yields the agency’s incentive compatibility con-

straint to invest high effort when facing a conditional-deference overseer:

—Ve(l) =k > —p1—pe#” —Ve(0) -
P1+po+Ve(0)—Ve(l)+7m > k.
This yields case 3 in the result. |

Proposition 1. In the equilibrium of the procedural review model the overseer makes review deci-
sions according to sg(e) (equation 2), the agency always sets substantive policy to match the state

and invests effort, conditional on review regime, as follows:

e When facing a perfectly deferential overseer (i.e., By < B < ) the agency invests high effort
when Vg(O) — Vg(l) Z K.

e When facing a perfectly skeptical overseer (i.e., By < B < B) the agency never invests high
effort.

e When facing a conditional-deference overseer (i.e., By < 8 < B1) the agency invests high effort
if p1 4+ peO% +Ve(0) = Ve(1) + 7 > k.

Proof of Proposition 1. The result follows from a straightforward combination of Lemma A.1, Lemma
A.2, and Lemma A.3. [ |

B Substantive review model

B.1 Derivation of overseer best responses to truthful policymaking

In this section I derive the overseer’s best response function assuming that the agency always re-

veals @ by setting policy truthfully, x4 (®) = @. First, consider the overseer’s expected utility for
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Figure 1: Overseer best responses to x4 (@) = ® given @, 3, and e

Note: Aligned preferences are when B < 85. (0) = 1/2, conditionally aligned preferences are when

align
1/2 = Cflign(O) <B < aSlign<l) = w, moderate preferences are when w =
2 .. 2
5lign(1) < B < B5,(0) = g—e, conditionally extreme preferences are when g—e = B3,(0) < B <
2 _
S eme(1) = %, and extreme preferences are when 8 > 85 (1).

upholding the agency given x4 (@) = o for any given @ and effort level e:

EUg(r =0lxa(0) = 0,) = —(0 — B~ (xa (@) +¢(¢)))*,

— (@B — ) —Elelef —varlele],

- — ﬁ 2 — Vg (e ) .
The analogous expected utilities for reversing the agency depend on @ and are given by:

EUr(r =10 =0) = —(0— B —£(0))?
= —B% —E[e|0]> — var[e|0],

= _BZ_VS(())v
EUr(r=1lo=1)=—(1—-p —£(0))?

= —(1—B)* —E[e|0]* —var[e|0],

=—(1—B)* = Ve(0),
EUr(r=1lo=0)=—(6—B—£(0))?

= —(6—B)* —E[e|0]* — var[e|0],

=—(6—B)*—Ve(0)



Comparing the overseer’s expected utilities for uphold versus reversing the agency in each state,
which she knows for sure given the agency’s separating strategy, yields the incentive compatibil-
ity conditions for the overseer to uphold. These in turn generate the bias thresholds in Figure 1.

Consider first the case when @ = 0:

r=0 <= EUg(r=0|0,e) > EUg(r =1/0),
—B%—Ve(e) > —B* - Ve(0),
Vg(()) - Ve(e) >0,

which is always weakly satisfied since either e = 0, in which case the inequality is satisfied with
equality, or e = 1, in which case the inequality holds strictly. Breaking indifference in the case of
e = 0 with deference to the agency (r = 0 when indifferent) implies that the overseer would always
uphold the agency, regardless of e, when the agency truthfully reveals that @ = 0.

Consider now the case when @ = 1:

r=0 <= EUg(r=0|1,e) > EUg(r=1|1),

—B* = Ve(e) = —(1—B)* = Ve(0),
1+ Ve(0) — Ve(e)
2

v
=

Thus, there are two bias cutoffs depending on agency effort for which the overseer would uphold

the agency for truthfully setting x4(1) = 1: () e=0=- 5, (0):=3and Q) e=1=B5. (1):=

align align
w. Note that aSll.gn(O) < B3, (1) so that the overseer will uphold an agency that sets

x4(1) = 1 for a wider range of preference disagreement when the agency exerts high effort. This

generates the middle range in Figure 1 for when @ = 1. So long as the agency and overseer do not

S
align

the agency separates by setting policy truthfully, depending further on the agency’s effort.

disagree too much (i.e., f > (1)) then there is the possibility of the agency being upheld when

Finally, consider the case when @ = 6:

r=0 <= EUg(r=20|0,e) > EUgR(r=1|0),

—B>—Ve(e) = —(6 — B)* — Ve (0),
02 4 Ve (0) — Ve(e)
26

v
=

Thus, there is again two bias thresholds that dictate when r = 0 following truthful policymaking
when the agency plays a separating strategy: (1) e = 0 = B3, (0) := % and (2)e=1= B5,(1) =

2
%. When 8 > B3 (e) preference divergence is sufficiently extreme, given e and truthful



policymaking, to lead the overseer to reverse the agency. Otherwise, the overseer upholds. This
captures the top range in Figure 1 when @ = 6.

Taken together, the overseer’s best response function given x4 (@) = @ for all w is given by:

(

Uphold: r =0  ifxy =0,

ifxa=1and B < allgn(e)
if x4 = 0 and B < B3, (e),

srR(xa(0) = w,e) = (D

Overturn: ¥ =1 otherwise.
\

B.2 Truthful separating equilibrium and pooling to placate

Proposition 2. There is a truthful separating equilibrium in which the agency always reveals the
state by setting x3(®) = @ if and only if overseer-agency preferences are sufficiently aligned:
B < allgn( e) = w, where Lfll.gn(O) < ahgn(l). Moreover, there is a pooling to pla-
cate equilibrium in which the agency sets x3(®) = 0 for all ® any time preference divergence is

sufficiently extreme: B > B>, (e) == % where By, (0) < B2, (1).

Proof of Proposition 2. Suppose that f < allgn( e) so that, given e, the agency is upheld following
x4(®) = @, Yo (from Lemma A.2). Clearly in this case there is no reason for the agency to deviate
from matching policy to the state since doing so will only lead to a net loss equal to the deviation.
Suppose instead that § > 8> gn( e), given e, so that the overseer reverses the agency when it truthfully
reveals that @ = 1. In that case the agency can avoid reversal by deviating to x = 0 given that the

overseer will uphold according to sg(x4 (@) = m,e) from Lemma A.2, which is beneficial since:

EUp(xa(1) =1]r(1,e) = 1,0 =1) < EUs(x4 = 0|r(0,e) = 0,0 = 1),
—(1—g(e))?> —ke—m < —(1—(0+¢(e)))> — ke,
—1—E[e|0]* —var[e|0] — ke — & < —1 —E[e|e]> — var|e|e] — ke,
—1—-Ve(0) —ke—m < —1 —Ve(e) — ke,
Ve(e) —Ve(0) < m,

which is satisfied for all ¥ > 0 given V(1) —V¢(0) < 0 and V; (0) —Ve(0) = 0. Thus, the agency

would always deviate from truthful policymaking when 3 > (e) to avoid reversal. Taken to-

allgn
gether this implies that the agency plays a separating strategy if and only preferences are sufficiently
aligned: B < allgn( e), as stated in the result.

Now suppose that preference disagreement is extreme: 8 > fB5,(e). The overseer has a

strictly dominant strategy of r(x4,e) = 1 for all x4 # 0 in this case. Given this, iterated elimination of



dominated strategies yields x7; (@) = 0 for all w as the iteratively dominant strategy for the agent. W

B.3 Semi-pooling obfuscation equilibria
B.3.1 Obfuscating to appease

Proposition 3. When 6 > 2 and preference disagreement is such that € ( 5[1'gn (e), Bgct(e)) there
is a semi-pooling equilibrium in which the agency obfuscates to appease by setting x(®) = 0 for
o € {0,1} and x(0) = 0 and the overseer upholds x4 € {0,0} and reverses x4 = 1.

Proof of Proposition 3. 1f the agent sets x; (w) = 0 for w € {0,1} and x7{(0) = 6 and overseer be-
liefs are consistent with this strategy then the overseer will uphold upon observing x4 = 0. Similarly,
the overseer will uphold x4 = O since either (a) she is indifferent since reversal leads to x = 0 with a
shock £(0) or (b) she is better off upholding because the agency chose e = 1, which leads to x =0
with £(1). Finally, to complete the sequential rationality of the overseer’s strategy set the overseer’s
beliefs following x4 = 1 to Pr[@ = 1|x4 = 1] = 1, which leads the overseer to reverse given 3. Ver-
ifying the agency’s stated strategy as a best response only requires consideration of x4 (1) = 0 since
x4 (w) = o when o € {0,0}. Setting x4 (1) = 1 induces r(1,e) = 1 which leads to a net payoff of:

AEUL(x4(1) =1) = EUs(xa(1) = 1|r(1,e) = 1) — EUs(x4(1) = 0|r(0,e) = 0)
=—1-Ve(0) =+ 1+ Ve(e),
= Ve(e) —Ve(0) —m,

which is always negative since £ > 0 and Vg(e) < V¢(0). Thus, the agency never benefits from
deviating to x4(1) = 1 from x7 (1) = 0. Now consider the analogous payoff for x4(1) = 6, which

would induce r(0,e) = 0:

AEUA(x4(1) = 0) = EUs(x4(1) = 0]r(6,¢) = 0) — EUs(x4(1) = 0[r(0,¢) = 0),
= —(1—0)>—Ve(e)+1+Ve(e),
—1-(1-6)%

which is always negative given that 8 > 2 (and therefore (1 — 8)? > 1). Thus, the agency does not
benefit from deviating from x7{ (1) = 0 to x4(1) = 6. Taken together, the players are best responding
and therefore these strategies, along with appropriate and consistent beliefs of the overseer, form a
PBE. |



B.3.2 Obfuscation through exaggeration

Proposition 4. When 0 < 2, preference disagreement is such that B € ( allgn(e),ﬁg“(e)), and
o = 0O is sufficiently likely relative to ® = 1:

pi___ 6(8—-2B)+Ve(0) —Ve(e)
p1+pe 20(0-1) 7

2)

there is a semi-pooling equilibrium in which the agency obfuscates through exaggeration by setting

x(0) =0 and x(w) = 0 for w € {1,0} and the overseer upholds x4 € {0,0} and reverses x4 = 1.

Proof of Proposition 4. Consider the agency’s semi-pooling strategy in which:

0 ifoec{l,60}
0 ifw=0.

Xy (0) =

Given correct beliefs Pr[@ = 0|x4 = 0] = 1 the overseer has no reason to reverse x4 = 0. Moreover,
set Pr{w = 1|x4 = 1] = 1 so that the overseer reverses following xa = 1 given B. Finally, consider
r(xa, ) when x4 = 6. Let bg(1|0) = Prio = l]xq = 6] = - +p and br(0|0) = Prjw = Olxy =
0] = o +p be the overseer’s (correct) beliefs (consistent with x; (@)) following x4 = 0 that @ = 1

and @ = 0, respectively. After observing x4 = 6, given x; (@), the overseer upholds if and only if:

A0 - OF OIS~ Vele B0 B (86105 0
P1 P1
(S0 L) 2 - (2R L (0B k).

P1+ Do P1+De P1+P9
P1 < 62_2139—'_‘/8(0)_‘/8( )
pi+pe 26(0—1)

Thus, given the overseer’s beliefs consistent with x}; (@), the overseer’s review strategy is a best
response to x; (). To verify that x}(®) is a best response to the overseer’s review strategy we
again need only check the case when @ = 1. When o € {0, 6} the agency is matching policy to the
state and being upheld so there is clearly no reason to deviate. If the agency were to truthfully set
x4(1) = 1, given overseer beliefs fixed above at Pr{w = 1|x4 = 1] = 1, the overseer will reverse the

agency leading to a net negative payoff for deviation:

AEUA(XA(l) = 1) :EUA(XA(l) = 1‘1‘(1,6) = 1) —EUA(XZ(l) = 9’7‘(9,6) = O),
= —1—Ve(0) — ke — 7+ (1 — 0)> + Ve(e) — ke,
= (1—8)* —1+Ve(e) = Ve(0) —

10



which is always negative since (i) (1 —8)? < 1 because 8 < 2, (ii) Ve(e) — Ve (1) <0, and (iii) 7 > 0.
Thus, the agency is strictly better off under x; (@) given r*(x; (), e) in this case. Finally, consider
a deviation to x4 (1) = 0, which will also be upheld, instead of x (1) = 6:

AEU4(x4(1) =0) = EU4(x4(1) = 0]r(0,e) = 0) — EUA(x4(1) = 0]r(6,e) = 0),
= —1—Ve(e) —xe+ (1 —0)* 4 Ve(e) — ke,
=(1-6)>—1,

which is always negative since 6 < 2 (implying (1 — 0)? < 1). Thus, x} (@) is a best response to the
overseer’s review strategy. Taken together, these strategies, along with consistent overseer beliefs,
form a PBE. |

ext

Proposition B.1. When 6 < 2, preference disagreement is such that 3 € ( allgn(e), ; (e)), and
equation (2) does not hold:

P 0(60 —2B) +Ve(0) — Ve(e)
p1+ Do 20(0-1) 7

3)

there is a semi-pooling equilibrium in which the agency mixes between x4 = 0 and x4 = 0 when
® = 1 and chooses xo = o for ® € {0,0}:

0 with probability 10,207 26 L) ele zfco—l

X{™(@) =<0 with probability 1 — p(ee((e(eziggﬁ/(g()) 86 fo=1,
o ifwe{0,6},

and the overseer reverses x, according the following strategy:

.
Uphold: 0 if x4 =0,

. Reverse: 1 ifxy =1,
sglxa,e€) = . : . 0(6-2) o
Uphold: 0  with probability 1 — 0021V (0 Ve (0)=7 ifxa =20

. : . 0(6—2) o
\Reverse. 1 with probability 00=2)1Ve(e) Ve (0)—% ifxa=20.

Proof of Proposition B.1. In this environment it is straightforward to show that, given the overseer’s
strategy sp(x4,e), the agency’s best response is x4 = 0 when @ = 0 and, supposing that the agency is
mixing between x4 = 0 and x4 = 0 when @ = 1, that x4 = 8 when @ = 0 is also a best response. The
overseer upholding x4 = 0 is also clearly a best response since, given the preference environment,
the overseer prefers both (i) the agency to set x4 = 0 when @ = 0 and (i1) the agency to set x4 =0

when @ = 1. So in all instances in which x4 = 0 would be observed, given x Z”x (w), the agency is

11



setting policy in line with overseer preferences. Note also that the preference environment implies
that overturning x4 = 1 is a best response. Thus, what remains to be shown is that (a) the agency
is best responding when @ = 1 and (b) the overseer is best responding when x4 = 0. This involves
deriving when the two players are indifferent between the two actions prescribed by their respective
strategies (X (®) and sj (x4, €)) in those settings.

First, note that the agency’s payoff for setting x4(1) = 1 given sp(xa,e) is EUs (x4 = l|® =
1,r(l,e) = 1) = —1 — V¢(0) — xe — @ while the payoff for setting x4(1) = 0 given si(xa,e) is
EUs(xp =0lo = 1,r(l,e) =0) = —1 — Vg(e) — ke. Clearly EUp(x4 = Ol = 1,r(1,e) =0) >
EUs(xa =1llo=1,r(1,e) = 1) since V¢(0) — Ve (e) > 0 and 7 > 0 so agency mixing when @ = 1 is
between x4 =0 and x4 = 0. Letting ¢ := Pr[xy = 0|® = 1] the overseer can mix between r(6,¢e) =0

and r(0,e) = 1 when x4 = 6 only if:

P19 0(0—20)+Ve(0)—Ve(e)

= 4
P19+ pe 20(60—1) ’ @

which implies that:

Po (0(6 —2B)+Ve(0) —Ve(e))

0= 51006 —212B) 1 Ve(e) —Ve(0))

(&)

The restrictions in the environment ensure that ¢ as defined in equation (5) is positive and less than
one (i.e., ¢ € (0,1)).
Now, letting p := Pr[r(x4,e) = 1|x4 = 0] denote the probability the overseer reverses fol-

lowing x4 = 6 the agency’s expected payoff from setting x4 (1) = 0 is given by:
EU(xa = 010 = 1,p) = p[~1 - Ve(0) — ke — 1]+ (1 - p) [ (1~ 8)* ~ Ve(e) — Ke]

and the agency’s analogous expected payoff from setting x4 (1) = O (which induces r(1,e) = 0) is

given by:
EUjs(xp =0lo=1,r(l,e) =0) = —1 — Vg (e) — Ke.
In order to choose ¢ € (0, 1) it must be that:
EUs(xp =0|o=1,p) =EUs(x4 =0|@ = 1,r(1,e) =0),

0(6—2)
0(0—2)+Ve(e)—Ve(0)— 1

p:

Note that 6 € (0,2) and 7 > 0 ensure that p € (0,1). So long as r(60,e) = p the agent is indifferent

12



between choosing x4 = 6 and x4 = 0 when @ = 1 and can set x4 = 0 with probability ¢ and x4 =0
with probability 1 — ¢. Doing so and choosing x4 = @ when @ € {0, 8} with probability one, along
with consistency of overseer beliefs, implies that the overseer is indifferent between r(0,e) = 1
and r(6,e) = 0 so that she can choose the former with probability p and the latter with probability
1 — p. To complete the equilibrium, set the overseer’s off-path beliefs after observing x4 =1 to
Pri0=1lx4=1]=1. |

B.4 Equilibrium effort

14Ve (0 . 874Ve(0
Lemma B.1. Define allgn(e) = % and B3, (e) == % Note that 0 < allgn(0> <
allgn( ) < B3,(0) < B3, (1) since Vg(0) > Ve (1). Conditional on the overseer’s bias [3, which dic-
tates the type of signaling outlined in Figure 3, the agency invests effort as follows:

1 If B < B gn( ) then there is a truthful separating equilibrium in which the agency invests
high effort if and only if Ve(0) — Ve (1) > k.

2. If allgn( )< B < allgn(l) then there is a truthful separating equilibrium following high effort

and a semi-pooling obfuscation equilibrium after low effort, which depends further on 6.

(a) When 0 < 2 the agency invests high effort and obfuscates through exaggeration if and
only if pi(1—6)* +Ve(0) = Ve(1) > x

(b) When 0 > 2 the agency invests high effort and obfuscates to appease if and only if
p1+Ve(0) = Ve(1) > k.

3. 1B, gn( ) < B < B3,(0) then there is a semi-pooling obfuscation equilibrium following both
high and low effort, obfuscation through exaggeration or obfuscation to appease depending
on 0, and the agency invests high effort if and only if Ve (0) — Ve(1) > K

4. If B5,(0) < B < B3,(1) then there is a semi-pooling obfuscation equilibrium following high
effort, which depends further on 0, and a pooling to placate equilibrium following low effort.

(a) When 0 < 2 the agency invests high effort and obfuscates through exaggeration if and
only if pr(1—(1— 9)2) +p992+V8(O) —Ve(l) 2 k.
(b) When 0 > 2 the agency invests high effort and obfuscates to appease if and only if
P992 +Ve(0) = Ve(1) >
5. If B > B3, (1) then there is a pooling to placate equilibrium following both high and low effort.
The agency invests high effort if and only if Ve (0) — Ve(1) > K

Proof of Lemma B.1. Each case requires deriving the agency’s incentive compatibility condition for

high effort given the type of policymaking strategy (and review strategy) that will follow.
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Casel: B <
high effort. Thus, r*(x4(®) = ®,e) = 0 for all e and the agency’s incentive compatibility condition

S . ,(0).  Inthis case there is a truthful separating equilibrium following both low and

for high effort is given by:

EUa(e = 1|B < By1iga(0)) > EUa(e = 0B < B;,,(0)),
—poVe(1) = p1Ve(1) — peVe(1) — Kk > —poVe(0) — p1Ve(0) — po,
—Ve(1) =1 > =Ve(0),
Ve(0) = Ve(1) > x

as stated in the result.

Case 2: 3. gn( )< B < ahgn(l). In this case there is a truthful separating equilibrium after e = 1
and a semi-pooling obfuscation equilibrium after e = 0. If 6 > 2 then the agency obfuscates to
appease and if 6 < 2 then the agency obfuscates through exaggeration. Consider first the case in
which 6 > 2:

EUx(e = 1(Bgn(0) < B < Bliign(1),0 >2) = EUx(e = 0|B3;,(0) < B < Bojiga(1),0 >2),
—Ve(1) =k > —poVe(0) — p1(1+Ve(0)) — paVe(0),
—Ve(1) — k> —p1 — Ve(0),
p1+Ve(0) = Ve(1) > x,

as stated in the result. Now suppose that 8 < 2. The associated incentive compatibility condition for
high effort is:

EUx(e = 1|B1ign(0) < B < Blign(1),0 < 2) > EUa(e = 0]B0,(0) < B < Biin(1),6 < 2),
—Ve(1) =k > —poVe(0) — p1((1 = 8)>+Ve(0)) — poVe (0),
—Ve(1)— x> —pi(1—6)>—Ve(0),
p1(1—0)*+Vg(0) = Ve(1) > K,

as stated in the result.

Case 3: 37, gn( ) < B < B3,(0). In this case the agency semi-pools following both ¢ = 0 and
e = 1. Since the substance of policy will be the same regardless of e it follows that the incentive
compatibility condition for high effort is simply V¢ (0) — V(1) > K as in the first case in which there
is a truthful separating equilibrium regardless of e. So long as the spatial location of x does not
change based on e the only relevant consideration is whether the precision improvement from high
effort, V¢ (0) — Ve (1), outweighs the cost of that improvement, k.

14



Case4: B5,(0) < B < B3,(1). Inthis case the agency obfuscates through semi-pooling after e = 1
and pools to placate after e = 0. Accordingly, there are again two cases depending on 8. Suppose
first that 6 > 2. The agency invests high effort if and only if:

EUs(e = 11B550(1) < B < BS,(0),8 > 2) > EUs(e = 0|5,,,(1) < B < BS,(0),8 > 2),

align align
—p1—Ve(1) =k > —p1 —pg6” —Ve(0),
P992+Vs(0) —Ve(1) >k,

as stated in the result. The analogous condition when 6 < 2 is given by:

EUx(e = 11Bign(1) < B < B3 (0),6 < 2) > EUa(e = 0|B3y;, (1) < B < B2 (0),6 <2),

_P1(1_9>2_V8(1)_K2 —PI_PBGZ_VS(O);
P1 —p1(1 - 9)2+P992+V8(0) _V8<1) > K,

as stated in the result.

Case 5: B > 5.(1). In this case the agency pools to placate by setting x4 = 0 regardless of ® and
e. Similar to cases 1 and 3 above, this implies that the relevant incentive compatibility condition for
high effort is V¢ (0) — V(1) > k since the spatial location of policy is zero regardless of e. Thus,
the only relevant consideration is whether the induced precision improvements from high effort are

sufficient to outweigh the cost for that improvement. [

Corollary B.1. The agency’s discretion to match policy to the state is higher when the agency invests
high effort.

Proof of Corollary B.1. This follows from comparison of Case 2 to Case 1 and Case 4 to Case 3 in
the proof of Lemma B.1. Specifically, note that, regardless of 8, in both cases the agency is able to
set x4 = @ for more instances of ®. In the first comparison (case 2 and case 1), the agency is able
to match x4 (@) = o for all @ after high effort whereas it can only match x4 (@) = @ for w € {0,060}
after low effort. This implies that the agency is able to match policy to the state strictly more for a
higher level of preference disagreement than following low effort. In the second comparison (case 4
to case 3), the agency is able to match x4 (@) = @ for w € {0, 0} after high effort and only matches
x4(®) = o for @ = 0 after low effort. Again, this implies that the agency is better able to match
policy to the state for higher levels of preference disagreement following high effort. Thus, overall,
high effort allows the agency to better match policy to the state for higher levels of bias. |
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C Reviewing procedure vs. judging substance

Proposition 5. Suppose B € (BF(0),B7(1)), B € < ah&n( )s gg(O)), and equation (3) is satisfied
so that procedural review is conditionally-deferential and substantive review always leads to a semi-
pooling obfuscation equilibrium. If 0 > 2 then the agency obfuscates to appease and overseer
welfare is higher under procedural review if and only if effort costs are intermediate, k° < k < kF,
and Ve(0) — Ve(1) > p1(2B —1). If 6 < 2 then the agency obfuscates through exaggeration and

overseer welfare is always higher under procedural review.

Proof of Proposition 5. Consider an environment where € (B{’,Bf’) and B € ( ign (1) gc,(0)>
so that under procedural review we are in a conditional-deference environment and, from Lemma
A.3, the agency exerts high effort if and only if p; + pg6? + Ve(0) — Ve(1) + 7 > K, and under
substantive review we are in a semi-pooling obfuscation equilibrium. If 8 < 2 then the agency
obfuscates through exaggeration (i.e., x;(0) = 0 and x; (w) = 0 for w € {1,0}) and if 6 > 2 then
the agency obfuscates to appease (i.e., x; (@) = 0 for € {0,1} and x}(0) = 6). In both cases the
agency exerts high effort if and only if V¢(0) — V(1) > k (from Lemma B.1). Denote the upper
bounds on k to support high effort under procedural review and substantive review, respectively, as
kP = p1+pe6? +Ve(0) — V(1) +m and k5 := V¢ (0) — V¢ (1). Note that k¥ > k5 so that high effort
is more likely in the sense of set inclusion under procedural review. Thus there are three cases of
effort across regimes: (1) if k¥ > k¥ then e = 0 under both procedural and substantive review; (2) if
k € (k%, k"] then e = 0 under substantive review and e = 1 under procedural review; (3) if k < k°
then e = 1 under both procedural and substantive review.

With these possibilities in mind we can compute the overseer’s ex ante welfare for each:

W' (e = 1|B moderate) = —po(B* +Ve(1)) = p1(B* +Ve(1)) — po (B> + Ve (1)),
= —B>—Ve(1),
WP (e = 0| moderate) = —po(B2 +Ve(0)) — p1 (1 — B)*+ Ve(0)) — po((6 — B)? +Ve(0)),
— —poB®— pr(1—B)?— po(6 — B> — Ve (0),
W5 (e|B moderate, 8 > 2) = —pofB* — p1(1 —B)* — peB> — Ve(e),
W5 (e|B moderate, 0 < 2) = —poB> — pi1(1—B —0)> — peB> —Ve(e).

Obfuscation to appease. Consider the case in which 6 > 2 so the agency obfuscates to appease

under substantive review. We can evaluate each case that depends on . First, let k¥ > k¥ > k5 so
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that e = 0 regardless of review type:

W¥ (e = 0B moderate, 8 > 2) < W5(e = 0|8 moderate, 8 > 2),
—poB® = p1(1=B)* —po(6 —B)* = Ve(0) < —poB* — p1(1—B)* — po* — Ve(0),
poB* < po(6 —B)*,
0<pe6(6—2p),

which is always satisfied for 6 > 2 and the range of f in this environment. Thus, the overseer is
better off under substantive review.
Now consider the case in which k € (k°, k"] so that ¢ = 0 under substantive review and

e = 1 under procedural review:

WP (e = 1|8 moderate, 8 > 2) < W¥(e = 0|8 moderate, 6 > 2),
—B? = Ve(1) < —poB*— pi(1—B)* — poP* —Ve(0),
Ve(0) = Ve(1) <p1(2B - 1),

which yields the condition for substantive review to be preferred to procedural review. Thus, W >
WS when the precision improvement from high effort outweighs the overseer’s ability to induce
x4 =0 when ® = 1: V¢(0) — Ve(1) > p1(2B — 1). Otherwise, substantive review produces higher
welfare for the overseer.

Finally, suppose that k < k> < k¥ so that e = 1 under both procedural and substantive review:

W¥ (e = 1|B moderate, 8 > 2) < W5(e = 1|8 moderate, 8 > 2),
—B? = Ve(1) < —poP? — p1(1—B)* — pe B> — Ve(1),
0<pi(26—1),

which is always satisfied since 8 > % in this setting. Thus, the overseer always benefits from sub-
stantive review in this setting. Taken together this implies that when 6 > 2 the only time the over-
seer’s welfare is higher under procedural review is when (a) K € (K‘S kF ] and (b) Ve(0) — Ve(1) >
pi1(2B—1).

Obfuscation through exaggeration. Let 8 < 2 so the agency obfuscates through exaggeration under

substantive review. Suppose that k > k¥ > k5 so that ¢ = 0 under both procedural and substantive
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review:

W¥ (e = 0|B moderate, 6 < 2) > W5(e = 0| moderate, 6 < 2),
—poB? = pi1(1—PB)* —po(6 —B)* —Ve(0) > —poB® —p1(1— B —6)> — pe B> — Ve(0),
0> pi(1—B)* —pi(1—B—6)*+po(6—B)*—pe .

This inequality is always satisfied in this setting, which implies that the overseer always benefits
from procedural review in this case.
Now suppose that k € (%, k'] so e = 0 under substantive review and e = 1 under procedural

review:

WP (e = 1|8 moderate, & < 2) > W5(e = 0|8 moderate, 8 < 2),
—B* = Ve(1) > —poB® — pi(1— B — 6)> — peB* — Ve (0),
Ve(0) = Ve(1)+ p1+2p1 SO+ p16% —2p1f —2p16 >0,
Ve(0) = Ve(1) +p1(1+6(2p+6)—2(f+6)) > 0.

Again, this inequality is always satisfied in this setting, which implies that the overseer once again
benefits from procedural review.

Finally, suppose that k < k> < k so that e = 1 under both procedural and substantive review:

WP (e = 1|8 moderate, 8 < 2) > W5(e = 1| moderate, 8 < 2),
—B% = Ve(1) > —poP® — pi(1 =B —6)* — paB* — Ve(1),
pi(1+6(2B+6)—2(+06)) > 0.

Once again this inequality is always satisfied and the overseer benefits from procedural review.
Taken together this implies that when 6 < 2 the overseer’s welfare is always higher under pure

procedural review. u
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