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ABSTRACT

In this paper we introduce a relatively recent forecasting technique, which
here is used to forecast prices of Swedish forest products. The technique
is, like vector autoregressive models (VAR), based on the idea that time
series of prices and quantities from different sectors of the forest
industry typically co-vary over time. A second aim is to test whether the
Swedish forest industry act as a price-taker on the world market. If they
do we show that current prices should be bad predictors of future
quantities, and vice versa, which in turn implies that multivariate
techniques do not necessarily yield better forecasts than univariate
techniques. The results show that we can not reject the “small open
economy” hypothesis, i.e. that Swedish producers are price takers. This
result is founded on the econometric result that the inclusion of
quantities do not significantly improve the forecasts of prices.

Keywords: forecasting technique, Swedish forest products, VAR-models.

INTRODUCTION

The forest industry is one of the branches of industry
which shows a typical business cycle, although it is not
clear how this cycle is related (lead or lag) to the general
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business conditions. Both prices and quantities are rather
volatile, and it is quite a challenge to forecast them, with-
out fully understanding the underlying market structures.
It is obviously very likely that the performance of a fore-
casting technique, and the underlying economic structure
are closely related. This is, however, very seldom brought
up explicitly.

The purpose of this paper is twofold. Firstly, we intro-
duce a relatively recent forecasting technique, which here
is used to forecast future prices of Swedish forest prod-
ucts. The technique is, like vector autoregressive models
(VAR), based on the idea that time series of prices and
quantities from different sectors of the forest industry are
mutually correlated (co-vary) over time. It has the addi-
tional virtue of trying to divide the information inherent
in the time series into ”important” and “unimportant”,
or alternatively, structural and non-structural. The former
is used for forecasting purposes, while the latter is dis-
carded. The signals, or information pieces, are aggregated
into a combined signal to form ”important information”
by weighting them in a manner such that the
autocorrelation over time of the combined signal is maxi-
mized, subject to othogonality restrictions.

It should be intuitively clear that if the time series of
the different sectors do not co-vary over time, there is no
reason to believe that a multivariate forescasting tech-
nique based on this idea is superior to a univariate fore-
casting method, like ARIMA. It turns out that ARIMA fore-
casts frequently match, or even outperform, those of our
multivariate technique, and this fact must contain impor-
tant information about the underlying economic structure
which generated the time series. We show that a small open
economy assumption — the typical firm is a price taker in
world markets — implies that current prices should be im-
portant predictors of future prices, and that quantities are
likely to be good predictors of future quantities. However,
current prices are bad predictors of future quantities, and
vice versa. The second purpose of the paper is to formally
test these conjectures.

Since business cycle phenomena typically are recurrent
fluctuations of output and prices about trend and co-move-
ments among other aggregate time series, it would be note-
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worthy if the joint signals, which constitute the maximum
correlation over time, the so called maximum
autocorrelation factors (MAFs), did not contain informa-
tion about these co-movements, and, hence, are useful for
forecasting purposes. This idea is, of course, too simple to
be completely new. The idea on how to extract the impor-
tant information for forecasting purposes is closely related
to a paper by Box & Tiao (1977), where a canonical analysis
of multiple time series is conducted, and where the com-
ponents of the transformed autoregressive process are or-
dered from least to most predictable. Our forecasting idea
is closely related to the contents of Sims (1981) and Reinsel
(1983), where autoregressive index models are discussed.

A more general analysis of the statistical theory behind
the MAFs can be found in Switzer & Green (1984), Switzer
(1985), Conradsen et al. (1986), Lofgren, Ranneby &
Sjostedt (1993), and Sjéstedt (1993). The technique was
applied by Lofgren, Ranneby & Sjostedt (1993) in a rela-
tively succesful attempt to forecast Swedish GDP compo-
nents.

There are many previous studies dealing with demand
for paper products, and they are typically founded in eco-
nomic theory. In Sweden Aberg (1968) produced the first
thorough econometric analysis of paper and paper board
demand in Western Europe. He based his specification on
Nerlove-Houthakker consumption functions!. Buongiorno
(1978) used a pooling approach to estimate price elasticities
in the world demand for paper and paperboard, and Baudin
& Lundberg (1984) produced new FAO-forecasts for wood
products. Uutela (1987) contains the demand analysis for
the global forest sector model. Very few of them, however,
deals with forecasts.

Below we start by introducing very briefly the theoreti-
cal background and the forecasting instrument used. Next
we introduce the data set and our forecasting results, which
are compared to a univariate forecasting technique ARIMA
applied to the same time series. We then move to an infer-
ence section and use a moving blocks bootstrapping tech-
nique to generate standard errors for the coefficients of
the most strongly correlated MAFs and for the

! See Nerlove (1958), Houthakker (1965).
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autocorrelations for the MAFs. This rough and very indi-
rect test of the small open economy assumption turns out
to be indecisive, since most coefficients in the MAFs have
quite large variances. However, it shows which MAFs
have a significant autocorrelation over time, and there-
fore should be used to forecast the time series. To seri-
ously test the small open economy assumption, we move
to a VAR(2) model and test whether quantities Granger-
cause the price series, and if prices Granger-cause the
quantity series. This test essentially turns out in favour of
a small open economy description of the market condi-
tions in the Swedish forest sector. The paper concludes
with a summing up of the results.

FOReECASTING UsING THE MINIMUMZ MAXIMUM AUTOCOR-
RELATION FACTORS

In a multivariate time series setting we consider linear
transformations which maximize the temporal autocor-
relation functions. The MAFs for stationary time series can
be derived as follows (similar derivations are found e.g.
in Switzer, 1985, and Conradsen et al., 1986).

Let z; = [z,4,...,Z,] be a stationary p-dimensional discrete
time series. For y O RP and for each fixed (integer valued
time lag) A we can maximize (or minimize) corr [y'z,,y'z,,,]
over y in subspaces of RP. In particular, given A, we can
find vectors y;,...,y, where for each i, y is chosen so that
the correlation between y'z, and y'z,,, is maximized under
the restriction corr [y z,, yf z,] = 0 for all j <i. The linear
combinations y/z,, i = 1,...,p are the min/max autocorre-
lation factors. Let Var [z,] = Z,and Var [z, - 2] = Z,.

We can now write
Var[y'z,,—y'z]=y' S,y
=2y'Z0y —2¢0V]Y'Z, Y Zn ) (1)

This implies that

ly'sz
2y'Z,y

corr[y'z,,y'zua]=1-

(2)

Maximizing (2) is equivalent to minimizing
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'Y
R(y):u_
y'Z.y

However, R(y) is at its minimum if yis chosen equal to
the eigenvector corresponding to the smallest eigenvalue
of X, with respect to %, (see e.g. Rao, 1973, p. 74).

Let A, <..< /\p be the eigenvalues, and y,,..., A the corre-
sponding eigenvectors of Z, with respect to Z, i.e. A; and
y, satisfy:

Vi =AYy i=1..p. (3)

Now put mfy =yiz, i=1...p. Then mf = [mf,,...,mf,] are
called the MAFs.

The MAFs have the following properties:

(i) corr [mfit,mfjt]zo i %],

(i)  corr[mfy,mf ] =1—%)\i for all i,

corr [mfy,,mf, . ]= sup corr [v'z,,y'2n )

(iii)

corr [mfpt,mfp’tm] = ir;f corr [y'z,,y' 2,

corr [mf,,mf, ., ]=sup corr [y'z,,y'z,,,],
yOMm;

where M, ={y|corr [y'zt,mfjt]=0 j<i},

(iv) mf, = are invariant with respect to linear
transformations of the original time
series.

For a proof of (i) to (iv), see e.g. Lofgren, Ranneby &
Sjostedt (1993) or Sjostedt (1993).

It is worth noting that although similar to principal com-
ponent analysis, there are a few important differences.
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One of them is that MAF maximizes the autocorrelation
over time whereas principal components maximize the
variance of linear combinations of the time series. Another
difference is (iv) above, i.e. the MAFs are invariant with
respect to linear transformations of the original time se-
ries.

The forecasting instrument is obtained by an OLS-esti-
mation of a linear model:

K
2t+5:&0+Z&imit k<p, (4)
1=

where my,,...,m,, are the k most strongly correlated MAFs.
Now (my,...,m,) corresponds to the MAFs in descending
absolute correlation order, so that negative signs are ig-
nored. Note that d (the forecast horizon) can be different
from A (the horizon for the maximization procedure).

The forecasting idea behind equation (4) can be pre-
sented as follows. Let

My = [mlt+6""’mkt+6] =Mz, ksp, (5)

denote the k most strongly correlated MAFs, where m{:d is
a kx1 vector and F}( is a kxp matrix. If A = d we have, due
to the strong autoecorrelation, that:

mt , = a+Bmf (6)

t+0
where B is a k x k matrix.

Moreover:
Zis = (rkrﬁ)_lrkmrﬂs (7)
and hence
Zis = (rkrk')_l rkmtk+6 ~a+ gmr (8)

where & and E are estimated by OLS. Equation (8) tells
us that z,,; is approximately a linear function of the most
strongly correlated MAFs at time t. The choice of k is not
obvious, but k should be less than p since the minimum
autocorrelation factors contain noise, which may make the
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forecast less precise?.

To estimate the MAFs the time series generally need to
be made stationary.® Depending on the underlying model
different methods can be used. The forecasting instrument
will in general consist of two steps (parts). One part is tak-
ing care of the forecast of the stationary part, and one tak-
ing care of the rest.

In this paper we will check for unit roots and transform
the data into stationary time series by taking differences.
For a time series with a unit root we have:

=Btz te (9)
where e, is stationary. Differencing z, by lag one gives:
Wy =2,-7_, =B+¢ (10)

which since it is stationary can be forecasted by MAFs.
With 8 = A we obtain the o steps ahead forecast from the
regression equation:

We,s =0o+ ) aimy k<p, (11)
=T

where my,,..., m, are the k most strongly correlated MAFs.
The one step ahead forecasting equation for z,,, is
2,,,=2,*W,,;. For 8 > 1 we have to forecast z,, 5 ,, and the
final step is a repeated application of the equation:

Zivs = a1 T Weas (12)

This is essentially the technique, which will be used be-
low in our MAF approach to forecast the world market
prices of paper products in the Swedish forest industry.

One can, of course, ask how a VAR-model:

A p A
We,s =By + Z:Biwit (13)

1=1

2 One can easily show that a forecasting instrument where all the MAFs are
used is equivalent to a VAR model where all the variables are independent
variables with lag one. For the intuition, see the end of this section.

3 For results on MAFs for non-stationary time series, see Sjéstedt (1993, ch.
7).
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differs from Equation (11). It can be shown that the model
in Equation (13) is equivalent to using all p MAFs in equa-
tion (11). The reason is the following: The vectors (ay,...,qa,)
and (B,,....,) are estimated by ordinary least squares and
the MAFs are linearly independent mappings of w, . There-
fore it is true that:

) 2
MﬁinZI:Wms = Bo _;:Biwit:| =
Main ZI:WI+5 —0o ~ iaimit(wt):l . (14)

Our idea is hence to sharpen the VAR-instrument by elimi-
nating the noise accumulated in the lowest correlated
MAFs.

EmMPIRICAL APPLICATION

Data

The data we use are monthly time series data that are col-
lected from Swedish official statistics. The paper products
we are considering in this study are Newsprint, Kraftpaper,
Sackpaper, and Coated paper, and the time period spans
from January 1978 to January 1994. We have at least three
reasons as to why we are considering these specific paper
products. The first reason is that these products belong to
a group of paper products for which official data exists and
are reasonable compatible over a longer time span. The
problem with comparability over time is due to the fact
that the classification nomenclature was changed in 1988.
A second reason for choosing these products is that they
belong to a group of products which are very important
for the Swedish paper industry. A third reason is that the
chosen assortments differ with respect to the phase in their
product life cycle. The rate of growth of Sackpaper ex-
ports have declined considerably during the time period
studied, and since the beginning of the eighties the growth
rate is even negative. Newsprint and Kraftpaper also
seem to be in a mature stage of their life cycle, however
their growth rate seems not to have reached the stagnat-
ing stage yet as sackpaper. Coated paper, on the other
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Ficure 1. ExPoRTs oF PAPER FROM SWEDEN, QUANTITY
AND PRIcES. MONTHLY DATA 1978 —1994.

hand, seems to be a product in the beginning of the life
cycle, since the exports is steadily increasing.

The quantity data is measured as total exports in tons,
and the price for each assortment is calculated as the ex-
port value in SEK, divided by quantity. This implicit price
per ton does then include exchange rate changes since pa-
per prices are in US dollars. This nominal price has then
to be deflated by a producer price index for the manufac-
turing sector in Sweden. A visual description of the data
is presented in Figure 1.

Estimating the MAFs

Having the data we can now proceed with the multivariate
forecasting method previously described. Let z, = (Nq,, Np,,
Ka,, Kp, Sq,, Sp,, Cq, Cp,) correspond to the eight paper
price and quantity series used. Augmented Dickey-Fuller
tests (Fuller 1976, Dickey & Fuller 1979) on z, could not
reject a unit root, and after a first order difference they
showed a stationary behaviour. The MAFs were estimated
on the first order differenced time series, w,= 0z, = z,~z,_,.
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TasLe 1. MAF WEIGHTS FOR A = 1 DerRIVED FROM THE FIrRsT ORDER
DirFFERENCED PRICE AND QUANTITY SERIES.

Series Corr(1) ONg, ONp, 0OKg, 0OKp, 0OSq, OSp, 0OCq, 0OCp,
mf,s, —0.796 0.0005 -0.397 0.004 0.194 -0.001 0.528 -0.003 -0.070
mf,,  0.084 0.001 -0.411 0.014 0.497 -0.044 -0.070 -0.006 -0.141
mf, 0.412 -0.0003 -0.254-0.001 -0.651 -0.003 -0.156 0.009 -0.060

Series Corr(1) 0ONgq,,, ONp,, OKq,., OKp,, 0Sq,., 0OSp,, 0OCq,, OCp,,

mf,s, —0.796 0.0002 0.194-0.005 -0.198 -0.003 -0.643 0.009 0.179
mfeg, 0.084 0.001 -0.681 0.014 0.272 -0.042 0.040 -0.013-0.128
mf,, 0.412 -0.0002 -0.173-0.001 -0.640 -0.003 -0.201 0.009 -0.060

They were constructed as linear combinations of both and
to catch the dynamics in the price series, i.e.

Wi
mf, = F'( j (15)

Wi

where I is a 16x16 matrix. The MAF-weights and
autocorrelations for three selected MAFs are presented*
in Table 1. The MAFs were estimated on the time period
78:1 up to 94:1 where no structural changes were assumed.
The autocorrelations in the MAFs were maximized for
time lag A = 1.

For example, from Table 1 the sixteenth MAF with
strongest (negative) autocorrelation is

mf,,, =0.00050Ng, —0.3970Np, +0.0040Kq, +

0.1940Kp, - 0.0010Sq, +0.5280Sp, —0.0030Cq, —

0.070CCp, +0.00020Ng,_, +0.1940Np,_, — 0.0050Kg;_,

-0.1980Kp,_, —0.0030Sq,_, —0.6430Sp,_, +0.009CICq;_,

+0.1790Cp,_, (16)
with corr (mf,, mf,.,) = —-0.796. Note that in mfthe
weights for the same time series at the two different time

points are of the same size but with opposite signs. This
turns out to be true for all negatively autocorrelated MAFs.

4 A straightforward algorithm for the estimation of the MAFs is found e.g. in
Switzer (1985) or Sjostedt (1993).
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For positively autocorrelated MAFs the weights also tend
to be of the same size but with common signs for the same
time series. Although the coefficients corresponding to the
quantity series are smaller than those of the price series,
there is yet no way to tell whether they are unimportant
or important for forecasting purposes, since we do not
know their sampling distributions.

Here standard errors are estimated using the moving
blocks bootstrap technique.® The reason for this non-stand-
ard bootstrapping technique is that the time series is not
i.i.d.; the forecasting technique is based on the presump-
tion that observations are autocorrelated. This is a
resampling technique that constructs replicates of the time
series. From the original time series all possible blocks of
a certain length (= 8 here) are constructed. Blocks are then
randomly chosen with replacement and linked together
until the new constructed series has the same length as
the original.®

One thousand replicate multiple time series were con-
structed, resampled from the time period 78:1 up to 94:1.
For each of the replicates MAFs were estimated with
autocorrelations maximized for time lag A = 1. Based on
them standard errors were estimated. Table 2 shows the
results for the autocorrelations of all the MAFs for time
lag A = 1.

The standard errors are of the same size. Most of the
autocorrelations are stable and significantly different from
zero. The MAF weights of the sixteenth MAF (mf ;) on the
other hand, have barely any significant weights, see Ta-
ble 3. Note that the larger weights in front of the price
series have large variances and the smaller weights in front
of the quantity series have small variances. Since the
weights are so unstable no conclusions can be drawn about
their respective relative importance for forecasting pur-
poses. The weights of the other MAFs are also unstable
and no conclusions can be drawn from them either. The
exercise shows, however, which autocorrelations are sig-

5> See e.g. Politis & Romano (1992), Carlstein (1986), Kiinsch (1989).

5 The moving blocks bootstrap method works for eigenvalue problems since
both eigenvalues and eigenvectors are smooth functions of the covariance
matrices, see Politis & Romano (1992).
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TABLE 2. AUTOCORRELATIONS FOR TIME LAG A =1 For ALL MAFs.

MAF No. AUTOCORRELATION” MeaN Bias STANDARD ERROR
1 0.412 0.440 0.027 0.046
2 0.337 0.351 0.014 0.039
3 0.251 0.273 0.022 0.033
4 0.206 0.209 0.002 0.033
5 0.148 0.142 -0.006 0.032
6 0.084 0.078 -0.006 0.035
7 0.054 0.005 -0.049 0.039
8 -0.049 -0.091 -0.042 0.044
9 —-0.469 -0.351 0.118 0.049

10 -0.558 -0.429 0.129 0.037
11 -0.578 -0.493 0.085 0.032
12 -0.619 —-0.549 0.070 0.031
13 -0.659 -0.603 0.056 0.029
14 -0.728 -0.661 0.066 0.030
15 -0.771 -0.717 0.054 0.027
16 —-0.796 -0.769 0.027 0.027

" The autocorrelation at time lag 1 for MAFs estimated from the original time
series. The mean, bias and standard error is obtained from 1000 bootstrap
replicates.

nificantly different from zero. Most of them are, and this
information is comforting for the MAF forecasting tech-
nique.

The Forecasting Equation

The forecasts are based only on twelve previous years. For
example, when prices 93:1 were predicted the models were
estimated on the time period 81:1 up to 92:12. This was to
avoid errors due to potential structural changes. When the
MAFs had been estimated (based on the previous twelve
years), the next step was to estimate the forecasting Equa-
tions (17)

k
Wt+6:ao+Zaimit k<p, (17)

for the differenced price series w,, with =1 and 6 months.
The equations were estimated by OLS fork=1,...,16 MAFs.
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TaBLE 3. MAF- WEIGHTS FOR THE SIXTEENTH MAF.

WEIGHTS MeaN Bias STANDARD ERROR
0.000 0.000 -0.000 0.002
-0.397 -0.314 0.082 0.350
0.004 0.001 -0.003 0.004
0.194 0.095 -0.099 0.241
-0.001 0.001 0.001 0.008
0.528 0.295 -0.233 0.316
-0.003 -0.003 0.000 0.008
-0.070 -0.035 0.036 0.120
0.000 0.000 0.000 0.002
0.194 0.238 0.045 0.406
-0.005 -0.002 0.003 0.004
-0.198 -0.079 0.119 0.253
-0.003 -0.002 0.000 0.006
—-0.643 -0.374 0.268 0.236
0.009 0.005 -0.004 0.007
0.176 0.079 -0.097 0.124

“The MAF-weights estimated from the original time series. The mean, bias
and standard error is obtained from 1000 bootstrap replicates.

We later chose the k that minimizes the prediction error
for the price series. The autocorrelations in the MAFs were
maximized for the same distance as the forecasting hori-
zon, i.e. o = A. Note that for 6 = 1, when all sixteen MAFs
are in the forecasting equation it is equivalent to an ordi-
nary VAR(2) model:

Wes = Ay + AW, + AW, . (18)

The one month ahead forecasts were constructed as:

2y =2y + Wy (19)
and, similarly, the six month ahead forecasts as:’
Zyg =2 + Wyyg - (20)

" In Equation (20) w, = z, — z,_,, whereas in Equation (21) w, = z, — z,.
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The MAF forecasting equation we finally chose, i.e. the
number of MAFs k in (18), was the one with the lowest
Mean Absolute Percentage Error (MAPE)

I\

Zavass ~Zavesal 1005 (21)

n+t+6

1 T
MAPE =?Zl

where T is the number of forecasts.

Forecasting using ARIMA

To get an idea of how well the multivariate MAF forecast-
ing technique works, and to determine if quantities are rel-
evant for the price forecasts, we have compared it with
univariate ARIMA models (Box & Jenkins (1970)). Since
our objective is to forecast prices, the ARIMA technique
simply means that we do not consider the quantities, or
other prices than lagged own prices, in the model formula-
tion. For each of the four time series our objective is to
identify the ARIMA process which fits the data best, or
produces the best forecast. Since this is a univariate tech-
niqgue this amounts to take the series one by one. Follow-
ing Box & Jenkins (1970), the criteria used are visual in-
spections of autocorrelation functions and partial
autocorrelation functions. In addition we used the Ljung-
Box (Q) test statistic for higher order serial correlation, as
well as Akaike’s information criterion.

As already mentioned, a common result for all four
price series is that first order differencing is required to
obtain stationarity. The results from the identification
process on the first order differences are presented in Ta-
ble 4.

From the results in Table 4 it should be clear that the
chosen specifications provides rather good fit to the ac-
tual data. In addition, the Q-statistics do not indicate on
any problems with serial correlation.®

The results in Table 4 are used to obtain one month and
six month ahead forecasts (out of sample) for each price
series.

8 We have tried alternative specifications, but the results are almost unal-
tered.

36



JOURNAL oF FoRresT Economics 5:1 1999 FORECASTING PRICES OF PAPER...

TasLe 4. ResuLts FRoM ARIMA MODELING (T-VALUES WITHIN

PARENTHESES).

SERIES AR1 AR2 CONSTANT ADJ.R? Q(12) AlC

News -0.48 -7.24 0.94 11.3 2785
(-6.98) (-9.50)

Kraft -0.22 -2.08 0.93 10.52 2793
(-3.19) (-0.36)

Sack -0.63 -0.15 -3.70 0.80 8.4 2880
(-8.27) (-2.06) (-0.74)

Coated -0.48 -0.25 -10.0 0.93 0.74 3089

(-6.83) (-3.52) (-1.13)

MAF versus ARIMA

The out of sample forecasting performance was measured
by MAPE based on 60 forecasts from 89:1 up to 94:1.
MAPE for the naive random walk model®, ARIMA, VAR(2),
and MAF-models are displayed in Tables 5 and 6. The
MAF-model with the lowest MAPE is the one presented
together with its corresponding number of MAFs.

For one month ahead forecasts News and Sack paper
prices had lowest MAPE for the ARIMA-models. For Kraft
and Coated paper prices the MAF approach worked bet-
ter. The MAF-forecasting errors never exceeded MAPE for
the naive forecasts while the ARIMA forecasting errors
did so for both Kraft and Coated paper prices.

Now for the six month ahead forecasts the ARIMA mod-
els had lowest MAPE for all price series. This may indi-
cate that the eight time series are not connected to each
other. In the next section we will discuss this in more de-
tail.

INFERENCE: “TESTING” THE SmALL OPeEN Economy HY-
POTHESIS

If quantities do not contribute to the explanation of fu-
ture prices, this would support a small open economy
(quantity adjuster-price taker) description of the Swedish

9 Naive forecasts are defined as iM:Zt.
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TasLE 5. MAPE ForR =1 MoNTH AHEAD FORECASTS.

MAPE
Naive ARIMA VAR MAF No.of MAFS
News 1.885 1.714 1.948 1.791 6
Kraft 2.166 2.302 2.248 2.099 3
Sack 2.684 2.250 2.403 2.358 13
Coated 2.109 2.175 2.615 2.087 4

forest sector. To see this, let q4(p,,x,) and g;(p,,x;) be re-
spectively the demand and supply from country i in the
world market. p, represents the world market price at time
t and x;, and y,, are country specific exogenous variables,
which together determine the position of the aggregate
demand and supply curves. The equilibrium price, py,
would be given from the equality between aggregate world
demand and supply:

gqﬂ(pﬁxn) = iqi(pﬁyn) (22)

It is a function of the vectors x, =[X;,...,X,] and y, =
Vi Ymd OF

Py =P (X, V) (23)

ns

Country i’s sales in the world market (exports), g ,
under the small open economy assumption would be given
by the difference between supply and demand in country
i at the world market price or:

TasLE 6. MAPE ForR =6 MoNTH AHEAD FORECASTS.

MAPE
Naive ARIMA MAF No.of MAFS
News 4.554 3.871 4.569 4
Kraft 4.757 4.311 4.677 4
Sack 2.759 2.258 2.799 1
Coated 4.795 4.394 4.485 5
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A (PO, Ye) Xie Vi) = G5 (1= e (O (24)

Even if pfand pg, are strongly correlated ¢ could be a
bad predictor of p;,, since changes over time of the do-
mestic exogenous variables x;; and y;, would have a
stronger impact on the domestic quantity, than their im-
pact on the world market price. Domestic demand and
supply conditions would under quantity adjustment add
extra noise. On the other hand, g could under these con-
ditions be a good predictor of gy, since (X, Yiy), and (X1,
Yits1) like p, and p,,, are likely to be correlated. Note that
since prices are measured in domestic currency, the im-
pacts of varying exchange rates are included in the analy-
sis.

We already have a rather strong indication that quan-
tities are unimportant for the price forecasts, since the fore-
casting performance of the univariate ARIMA-model
matches that of the MAF approach.

In order to “refute” or “support” the small open
economy assumption, a more formal and straightforward
approach suggests itself. To investigate which time series
are important in forecasting the price series we can use
the Granger-Causality tests (Granger (1969), or e.g.
Lutkepohl (1991 p. 93-95). Our tests are based on a
VAR(2)-model* of estimated on the time period 78:1 up
to 94:1. The VAR(2)-model, which is a special case of the
MAF approach, where all MAFs are used in the forecast-
ing equation, can be written as

Upe ) AnAp (0P B1:B1, | UP-2
=v+ + (25)

Ua, A Ay \ DGy B,:Bx, )\ 10—,
where p, and g, are the four price and quantity series re-
spectively, and v a vector of constants and &, white noise.

To test if the quantities explain (Granger-causes) the price
series we tested

H,: A, = B, = 0, quantities do not explain prices. (26)

© According to the information criteria of Akaike, Hannan & Quinn and
Schwartz, 4, 1 and 0 lags respectively would be the best choices.
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The Wald statistic divided by the number of coefficients
set to zero in H,, was used as a test statistic. This statistic,
Lf, has an approximate F-distribution (see Lutkepohl
(1991, p. 93-95) for details). Testing H, it turned out that
it could not be rejected ( Lf = 1.40, p-value = 0.069). An
opposite test to see if the prices explains the quantities
was constructed as

H,: A,; = B,; = 0, prices do not explain quantities. (27)

This hypothesis could not be rejected either (Lf = 1.28,
p-value = 0.14). Hence prices and quantities seem to be
unconnected to each other. This may explain why the
univariate ARIMA model did so well in comparison to the
MAF approach. A multivariate approach should be pre-
ferred only if there is covariation and connection between
the time series. The obvious question to ask now is if the
prices are explained solely by lags of itself,

H,: prices are explained only by lags of itself. (28)

This hypothesis was rejected (Lf = 1.38, p-value =
0.034). The conclusion should be to use only the four price
series to forecast the price series. The MAF forecasting
method was run on the four price series solely. It did only
marginally improve the forecasting performance.

With respect to the relevance of the small open
economy assumption, our causality tests support it, and
so does the fact that a univariate ARIMA model forecasts
the price series as well as the multivariate MAF technique.
This result is consistent with the conclusions in Horn
(1979), who used an indirect structural approach to test
the small open economy assumption in the Swedish for-
est sector. It, however, disagrees with the results in Wiberg
(1987), who used a structural mark-up approach based
on Appelbaum (1979). He found that Swedish forest prod-
ucts were sold at prices significantly above marginal costs
in the German market, which is inconsistent with the
behavior of a price taker.

CONCLUSIONS

Although one can, in general, do better than a naive mar-
tingale forecast of the prices for some of the key paper
products in the Swedish forest industry, it turns out to be
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rather difficult to do “significantly” better!l. The
multivariate forecasting technique, MAF, we introduced
has the trivial, but nonetheless fundamental purpose of
splitting the forecasting information in the time series into
important and unimportant. The important information
is used for forecasting purposes and the unimportant
(noise) is discarded. The technique has been found to do
quite well in forecasting GNP components over the busi-
ness cycle, see Lofgren, Ranneby & Sjostedt (1993), but
here it was almost outperformed by the univariate ARIMA
technique.

This is interesting for at least one reason. It indicates
that quantities and perhaps also prices of other forest
products are unimportant for forecasting purposes. As we
argue, this would be consistent with a small open economy
description of the Swedish forest sector. We run two for-
mal tests of whether quantities matter: one rough test
based on bootstrapping to find out whether the quantity
weights in the MAFs are significant or not; and one block
of Granger causality tests of a special case of the MAF
approach (the VAR 2-model). It turns out that quantities
are indeed unimportant for the price forecasts, and that
prices are unimportant in forecasting the quantity series.
We can, however, reject the hypothesis that price is solely
explained by lags of itself. This means that we should be
able to do better than the ARIMA model by a multivariate
approach using all prices. In practice, as a MAF model
based on only prices shows, this turns out to be very diffi-
cult.

It may seem too pretentious to claim that our tests sup-
port a small open economy description of the Swedish for-
est sector. To be able to reject such a hypothesis one would
ideally want a structural model based on fundamentals.
However, as Sims (1980) has pointed out, structural mod-
els often imply identification problems, which may blur
the real issues involved. There is a trade off between the
sharpness of the hypothesis tested, and the possibility to
identify the structural equations. This is, however, not the
only problem. To be able to use monthly data to identify a
structural model also requires an explicit modeling of

% Whether this has something to do with the idea that “all prices are martin-
gales”, see Alchian (1974) and Samuelson (1971) we do not know.
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behavior outside equilibrium. A choice of an essentially
“atheoretical” approach may be to go too far in the other
direction, but we claim nevertheless that our “test results”
are too clearcut to contain no information about the struc-
ture of the markets under consideration. Moreover, they
certainly show that the market structure may have im-
portant implications for the choice of forecasting method.
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